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1. Introduction

1.1. Some notation

In this paper, we use the standard notation for the classical complex spaces of complex-
valued measurable (in particular, continuous) functions of one variable on the real axis. Thus,
Lγ = Lγ(−∞,∞), 1 ≤ γ < ∞, is the Lebesgue space of functions f measurable on the real axis
R = (−∞,∞) such that the function |f |γ is integrable over the axis; the space Lγ is equipped with
the norm

‖f‖γ = ‖f‖Lγ =

(∫
|f(t)|γdt

)1/γ

;

hereinafter, we omit the integration set in integrals over the axis. The space L∞ = L∞(−∞,∞)
consists of measurable essentially bounded functions on the axis; the space is equipped with the
norm

‖f‖∞ = ‖f‖L∞
= ess sup

{
|f(t)| : t ∈ (−∞,∞)

}
.

The space L∞ = L∞(−∞,∞) contains the space C = C(−∞,∞) of bounded continuous functions
on the axis with the uniform norm

‖f‖C = sup{|f(t)| : t ∈ (−∞,∞)}.

Let C0 = C0(−∞,∞) be the subspace of C = C(−∞,∞) of functions vanishing at infinity. Denote
by V the space of (complex) bounded Borel measures on (−∞,∞). We will identify this set with
the set of (complex) functions µ of bounded variation on (−∞,∞) such that values of their real
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and imaginary parts at the discontinuity points are between the right-sided and left-sided limits.
The norm in the space V is the total variation

∨
µ =

∨∞
−∞ µ of a measure (a function) µ ∈ V .

These spaces and their norms are invariant under the group of translations {τh, h ∈ R} defined
by the formula (τhf)(t) = f(t−h), t ∈ R, as well as under the family of operators {σh, h ∈ R} given
by the formula (σhf)(t) = f(h−t), t ∈ R. The operators of these two families are related as follows:
σh = τhσ0, where σ0 is the operator of changing the sign of a function argument: (σ0f)(t) = f(−t),
t ∈ R.

We define the direct and inverse Fourier transforms of functions (at least from the space
L = L1(R)) by the formulas

f̂ (t) =

∫
e−2πtηif(η) dη, f

∧

(t) =

∫
e2πtηif(η) dη = f̂ (−t), (1.1)

respectively. Properties of the Fourier transform can be found, for example, in [44, Ch. I, Sects. 1, 2].
Let S be the space of rapidly decreasing, infinitely differentiable functions on the axis, and

let S ′ be the corresponding dual space of generalized functions (see, for example, [41, 42, 44]).
The value of a functional θ ∈ S ′ on a function φ ∈ S will be denoted by 〈θ, φ〉. The space S ′

contains the set L = L (R) of functions f measurable and locally integrable on R, and satisfying
the condition ∫

(1 + |t|)d|f(t)|dt <∞

with some exponent d = d(f) ∈ R; functions f ∈ L are called slowly growing (classical) functions.
A function f ∈ L is associated with a functional f ∈ S ′ by the formula

〈f, φ〉 =
∫
f(t)φ(t)dt, φ ∈ S .

The convolution θ ∗ φ of an element θ ∈ S ′ and a function φ ∈ S is the function y(η) = 〈θ, σηφ〉.
If θ ∈ L is a classical function, then

(θ ∗ φ)(η) =
∫
θ(t)φ(η − t) dt.

The Fourier transform θ̂ of a functional θ ∈ S ′ is a functional θ̂ ∈ S ′ acting by the formula
〈θ̂, φ〉 = 〈θ, φ̂〉, φ ∈ S . If θ ∈ Lγ , 1 ≤ γ ≤ 2, then θ̂ ∈ Lγ′ , 1/γ + 1/γ′ = 1; moreover, the

Hausdorff–Young inequality ‖θ̂‖γ′ ≤ ‖θ‖γ holds (see, for example, [44, Ch. V, Sect. 1]).

1.2. Stechkin’s problem on the best approximation
of differentiation operators by bounded linear operators
in Lebesgue spaces on the real axis

Let r, s, p, and q be parameters satisfying the constraints 1 ≤ r, s, p, q ≤ ∞. Let us agree that,
for r = ∞, by L∞ = L∞(−∞,∞), we mean the space C0 = C0(−∞,∞) of continuous functions
on the axis vanishing at infinity. For p = ∞, by L∞ = L∞(−∞,∞), we mean the classical space
of essentially bounded functions on the axis. For s = ∞ and q = ∞, by L∞ = L∞(−∞,∞), we
mean the space C = C(−∞,∞) of bounded continuous functions on the axis or even the space
C0 = C0(−∞,∞) of continuous functions vanishing at infinity depending on the situation; these
situations will be stipulated.

For an integer n ≥ 1, we define the space W n
r,p of functions f ∈ Lr that are n − 1 times

continuously differentiable on the axis, their derivatives f (n−1) of order n− 1 are locally absolutely
continuous, and f (n) ∈ Lp. In the space W n

r,p, consider the class

Qn
r,p =

{
f ∈W n

r,p : ‖f (n)‖p ≤ 1
}
.
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Denote by B(Lr, Ls) the set of all bounded linear operators from Lr to Ls, and let B(N ;Lr, Ls)
for N > 0 be the set of operators T ∈ B(Lr, Ls) with the norm ‖T‖Lr→Ls ≤ N . Let 0 ≤ k < n be
an integer and k > 0 if r = s. For an operator T ∈ B(Lr, Ls), define

U(T ) = sup
{
‖f (k) − Tf‖q : f ∈ Qn

r,p

}
.

If the difference f (k)−Tf does not belong to the space Lq, then we assume that ‖f (k)−Tf‖Lq = ∞.
For N > 0, the quantity

E(N) = En,k(N) = En,k(N ; r, s; p, q) = inf
{
U(T ) : T ∈ B(N ;Lr, Ls)

}
(1.2)

is the best approximation (in the space Lq) of the differentiation operator of order k on the class Qn
r,p

by the set of bounded linear operators B(N ;Lr, Ls). Stechkin’s problem is to study quantity (1.2)
and an extremal operator on which the infimum is attained in (1.2); we will call it problem (1.2),
and sometimes the problem En,k(N ; r, s; p, q).

Problem (1.2) is a specific version of Stechkin’s problem on the best approximation of an un-
bounded linear operator by bounded linear operators on a class of elements of a Banach space, which
arose in his paper [46]. Problem (1.2) and its specific cases were studied by many mathematicians:
S.B. Stechkin, L.V. Taikov, Yu.N. Subbotin, V.N. Gabushin, V.I. Berdyshev; V.M.Tikhomirov and
his colleagues A.P. Buslaev and G.G. Magaril-Il’yaev; V.F. Babenko and his colleagues and stu-
dents; V.V. Arestov, R.R. Akopyan, V.G. Timofeev, M.A. Filatova, E.E. Berdysheva, and a lot
others; see, for example, the review papers [9, 15, 16] and the bibliography therein. Some specific
results will be described in what follows.

Note some facts. Necessary and sufficient conditions for the finiteness of quantity (1.2) are
known, see [26] (s = q) and [4] (s 6= q). Roughly speaking, these conditions are

s ≥ r, q ≥ p. (1.3)

More precisely, if conditions (1.3) are satisfied, then there exists N0 > 0 such that E(N) < ∞ for
N ≥ N0. If the problem parameters satisfy the constraints

k − 1

s
+

1

r
> 0, n− k +

1

q
− 1

p
> 0, (1.4)

then conditions (1.3) are necessary and sufficient for the quantity E(N) to be finite for any N > 0.
For a discussion of conditions (1.4), see [4].

Under conditions (1.3) and (1.4), we have the formula

E(N) = E(1)N−γ , γ = (n− k + 1/q − 1/p)/(k + 1/r − 1/s) > 0; (1.5)

See [46] for the case q = p = s = r = ∞; in the general case, formula (1.5) is justified similarly, see,
for example, [2].

The present paper considers problem (1.2) in the case s = r and q = p, i.e., the variant
En,k(N ; r, r; p, p). We review the results obtained so far in this version of the problem and related
problems in multiplier spaces of Lebesgue spaces and predual spaces of multiplier spaces. In the
last section of the paper, we give two-sided estimates for the value En,k(N ; r, r; p, p) in this variant
of the problem.

1.3. Connection with the Kolmogorov inequality

Stechkin’s problem (1.2) is related to several other extremal problems of function theory. Among
them are the exact Kolmogorov inequalities for differentiable functions on the axis

‖f (k)‖Lq ≤ G‖f‖αLr
‖f (n)‖βLp

, f ∈W n
r,p, (1.6)
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α = (n− k − 1/p + 1/q)/(n − 1/p + 1/r), β = 1− α.

Such inequalities were studied by G.H. Hardy, J.E. Littlewood, E. Landau, J. Hadamard,
B. Szőkefalvi-Nagy, A.N. Kolmogorov, S.B. Stechkin, L.V. Taikov, V.N. Gabushin, V.I. Berdyshev,
N.P. Kuptsov, A.P. Buslaev, G.G. Magaryl-Il’yaev, V.M. Tikhomirov, V.F. Babenko, etc. (see the
bibliography in [9, 16, 17, 48]). V.N. Gabushyn found necessary and sufficient conditions for the
existence of inequality (1.6), more precisely, for the finiteness of the constant G = G(n, k; r, p, q)
in (1.6). Namely, he proved [24] (see also [27, 28]) that G <∞ if and only if

n− k

r
+
k

p
≥ n

q
. (1.7)

S.B. Stechkin made an important observation that, in the classical case s = q, the value (1.2)
and the best constant in (1.6) are related by the inequality

En,k(N ; r, q; p, q) ≥ βαα/βG1/βN−α/β , N > 0. (1.8)

To avoid discussing specific degenerate values of the parameters, we will assume that conditions (1.3)
and (1.4) hold. Inequality (1.8) is a specific version of a more general statement and more general
considerations by S.B. Stechkin contained in [46, Sect. 2].

As follows from (1.3) and (1.7), the conditions for the finiteness of the value
E(N) = En,k(N ; r, q; p, q) of Stechkin’s problem and the best constant G = G(n, k; r, p, q) in (1.6)
are different. Consequently, there are cases when E(N) = ∞ and G < ∞; in this situation, in-
equality (1.8) is strict. In the case E(N) < ∞, depending on the values of the parameters, both
possibilities are realized: inequality (1.8) can turn into equality, and inequality (1.8) can be strict.
A more informative discussion of this issue can be found in [9, Sect. 4].

Inequality (1.8) is an important tool for studying both the three-parameter version of prob-
lem (1.2) (the case s = q) and inequality (1.6). Indeed, an arbitrary specific function f∗ ∈ W n

r,p

estimates the best constant G in inequality (1.6) from below. This, due to (1.8), gives a lower esti-
mate for the quantity En,k(N ; r, q; p, q). A specific operator T ∗ ∈ B(Lr, Lq) gives an upper estimate
for the quantity En,k(N ; r, q; p, q): En,k(N ; r, q; p, q) ≤ U(T ∗) for N = ‖T ∗‖; in this case, it is not
necessary to have the exact value of U(T ∗) but only again an upper estimate. If we managed to
choose a function f∗ and an operator T ∗ so that the obtained upper and lower estimates for the
quantity E(N) coincide, then we have a solution to both the problems. More precisely, we have
exact values of E(‖T ∗‖) and the best constant G in (1.6). Moreover, the operator T ∗ is extremal
in Stechkin’s problem, and the function f∗ is extremal in the Kolmogorov inequality. Along this
path, a solution to both problems was found in several new cases; see [9, Sect. 4] and the references
therein.

The considerations just outlined are not universal in the study of problem (1.2). Firstly, in-
equality (1.8) can be strict and, therefore, in this case, it is impossible to obtain an exact lower
estimate for En,k(N ; r, q; p, q). Secondly, in the four-parameter case s 6= q, there is no analog of
inequality (1.8), at least in Lebesgue spaces.

In the study of Stechkin’s problem, the property of the translation invariance of problem (1.2)
occurs useful. The norms of spaces, the class Qn

r,p, and the approximated differentiation operator

Dk = dk/dtk are invariant under the translation group {τh}; precisely in this sense, we say that
problem (1.2) is translation invariant. Due to this property, in problem (1.2), we can restrict
ourselves to approximating operators T that are also translation invariant; details can be found in
[4–6, 8, 9]. This property makes it possible to solve Stechkin’s problem in some cases (in particular,
for s 6= q) and, which is no less essential, expands the environment of the problem. It is these issues
that most of this paper is devoted to.
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The property of invariance of approximating operators in Stechkin’s problem and related prob-
lems in spaces of periodic functions was obtained and applied in the study of these problems by
B.E. Klotz [33, 34].

2. Translation invariance of Stechkin’s problem

In this section, we present some properties of spaces of bounded linear operators in Lebesgue
spaces on the axis that are translation invariant; in particular, we describe their predual spaces.

2.1. The space of translation invariant bounded operators

For 1 ≤ p, q ≤ ∞, denote by Tp,q = Tp,q(R) the set of bounded linear operators from Lp = Lp(R)
to Lq = Lq(R) that are invariant under (any) translation, i.e., such that τhT = Tτh on Lp for
all h ∈ R. Extensive research has been devoted to the properties of invariant bounded operators
(see [32, 37, 44] and the references therein). It is known (see, for example, [32, Theorem 1.1]) that
if p > q, then, for p < ∞, the set Tp,q consists only of the operator T ≡ 0, and, for p = ∞, the
restriction of an operator T ∈ T∞,q to the set (L∞)0 of functions from L∞ having zero limit at
infinity is the zero operator. In this regard, when discussing the properties of bounded invariant
operators in what follows, we will assume that 1 ≤ p ≤ q ≤ ∞.

In a joint paper [23], Figà-Talamanca and Gaudry (1967) proved that, for 1 ≤ p ≤ q < ∞,
the space Tp,q(G) of bounded linear operators from Lp(G) to Lq(G) on a locally compact Abelian
group G invariant under translation (more precisely, under the group operation) is the conjugate
space for a function space Ap,q(G) constructively described by them. More precisely, in [23], function
spaces Ap,q(G) were constructed such that the space Tp,q(G) of invariant operators is isometrically
isomorphic to the dual space A∗

p,q(G), in short, Tp,q(G) = A∗
p,q(G). Two years earlier (in 1965),

Figa-Talamanca [22] obtained a similar result for the case 1 < q = p <∞.

Let X and Y be a pair of normed linear spaces such that Y is the conjugate space of X, i.e.,
X∗ = Y . In this case, we say that X is the predual space of Y . In this terminology, the results
of [22] and [23] mean that the spaces Ap,q(G) (for 1 ≤ p ≤ q <∞) are predual of the spaces Tp,q(G).

The results of [22] and [23] are valid, in particular, for the spaces Tp,q(R) of bounded linear
operators from the space Lp(R) to the space Lq(R) invariant under the group of translations τh,
h ∈ R. So, for 1 ≤ p ≤ q <∞, the spaces Tp,q(R) are conjugate spaces of the spaces Ap,q = Ap,q(R)
constructed in [22] and [23]; i.e., Ap,q are their predual.

In the author’s papers (see [12, 14] and the references therein), a function space Fp,q = Fp,q(R) ⊂
Lr(R) was constructed which is the predual space of the space Tp,q = Tp,q(R) of translation invariant
bounded linear operators from Lp(R) to Lq(R). It is described in terms different from [22, 23],
however, (for 1 ≤ p ≤ q < ∞) it coincides, more precisely, is isometrically isomorphic to the space
Ap,q(R) of Figá-Talamanca and Gaudry [23]. The space Fp,q will be described and used in what
follows.

2.1.1. The space of (p, q)-multipliers

Let us discuss some properties of bounded linear operators from Lp(R) to Lq(R) that are invariant
under (any) translation.

It is known (see [32, Theorem 1.2] or [44, Ch. I, Theorem 3.16]) that, if q ≥ p, then an operator
T ∈ Tp,q on S has the form of the convolution with an element θ = θT ∈ S ′:

Tφ = θ ∗ φ, φ ∈ S .
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The set Mp,q = {θT : T ∈ Tp,q} ⊂ S ′ is a Banach space with respect to the norm

‖θT ‖Mp,q = ‖T‖Lp→Lq .

Elements θ ∈Mp,q, 1 ≤ p ≤ q ≤ ∞ are often called (p, q)-multipliers.

In what follows, we always assume that 1 ≤ p ≤ q ≤ ∞. Denote by ρ a parameter chosen from
the condition

1/p − 1/q = 1− 1/ρ; (2.1)

we have 1 ≤ ρ ≤ ∞. It is known that if θ ∈ Lρ and x ∈ Lp, then θ ∗ x ∈ Lq and the Young
inequality holds (see, for example, [44, Ch. V, Sect. 1]):

‖θ ∗ x‖q ≤ ‖θ‖ρ‖x‖p. (2.2)

This fact and inequality (2.2) imply the embedding

Lρ ⊂Mp,q,
1

ρ
= 1−

(
1

p
− 1

q

)

with the inequality ‖θ‖Mp,q ≤ ‖θ‖ρ, θ ∈ Lρ, for the norms of the elements.

Let us mention further known properties of the spaces Mp,q (see, for example, [32, Sect. 1.2],
[44, Ch. V, Sect. 1]). For two pairs of conjugate exponents (p, q) and (q′, p′), the equality

Mp,q =Mq′,p′

holds together with the equality of the norms of the elements: ‖θ‖Mp,q = ‖θ‖Mq′,p′
, θ ∈ Mp,q.

From this and the Riesz–Thorin interpolation theorem (see, for example, [21, Ch. VI, Sect. 10,
Theorem 11] or [44, Ch. V, Sect. 1, Theorem 1.16]), it follows that if

1

α
=

1− t

p
+
t

q′
,

1

β
=

1− t

q
+

t

p′
, 0 ≤ t ≤ 1,

then we have the embedding

Mp,q ⊂Mα,β

and the inequality

‖θ‖Mα,β
≤ ‖θ‖Mp,q , θ ∈Mp,q.

A constructive description of multipliers is known only in several cases. The structure of the
spaces M2,2 and Mp,∞ = M1,p′ is known; namely (see, for example, [32, Sect. 1.2] and [44, Ch. 1,
Sect. 3]), the following equalities are valid (together with the equalities of the norms of the elements):

M2,2 = L̂∞ = {θ̂ : θ ∈ L∞},

Mp,∞ =M1,p′ = Lp′ for 1 ≤ p <∞,

M∞,∞ =M1,1 = V ;

here, V = V (R) is the space of (complex) bounded Borel measures on R.
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2.1.2. The predual space of the space of (p, q)-multipliers

This section describes function spaces Fp,q constructed by the author in [14] and some of their
properties. These spaces are predual of the spaces of multipliers Mp,q: F

∗
p,q =Mp,q. The spaces Fp,q

are described in different terms compared to Ap,q in [23], although, in fact, they are isometrically
isomorphic [14, Theorem 3.2]. Here, as before, 1 ≤ p ≤ q ≤ ∞. Let γ be a parameter defined by
the relation

1/γ = 1/p − 1/q; (2.3)

for γ = ∞ (i.e., for q = p), we assume that Lγ = C0. Comparing (2.3) with (2.1), we conclude that
γ = ρ′.

On the set S , we define the functional

‖φ‖p,q = sup{|〈θ, φ〉| : θ ∈Mp,q, ‖θ‖Mp,q ≤ 1}, φ ∈ S . (2.4)

Functional (2.4) on the set S is finite and is a norm [14, Lemma 2.1].

Let Fp,q = Fp,q(R) be the completion of the space S with respect to the norm (2.4). For all
1 ≤ p ≤ q ≤ ∞, the space Fp,q is a function space; moreover, it is embedded in the space Lγ

[14, Lemma 2.3]:

Fp,q ⊂ Lγ and ‖f‖γ ≤ ‖f‖Fp,q , f ∈ Fp,q. (2.5)

Hereinafter, we use the notation ‖f‖p,q for the norms ‖f‖Fp,q of functions f ∈ Fp,q.

For the convenience of reference, we formulate as a separate lemma the following statement
from [14, Lemma 2.5].

Lemma 1. For specific values of the parameters, the space Fp,q has the following properties.

(1) For q = ∞,

Fp,∞ = F1,p′ = Lp, 1 ≤ p <∞,

F∞,∞ = F1,1 = C0.
(2.6)

(2) For q = p = 2,

F2,2 = L

∧

= {f ∈ C0 : f̂ ∈ L}, ‖f‖2,2 = ‖f̂ ‖L, f ∈ F2,2. (2.7)

(3) Let q = p and p = max{p, p′}. The spaces Fp,p do not decrease in p; more exactly, if

2 ≤ p1 ≤ p2 ≤ ∞, then

Fp1,p1 ⊂ Fp2,p2 and ‖f‖p2,p2 ≤ ‖f‖p1,p1, f ∈ Fp1,p1 ; (2.8)

in particular, for all 1 ≤ p ≤ ∞,

Fp,p ⊂ C0 and ‖f‖p,p ≥ ‖f‖C0
, f ∈ Fp,p,

F2,2 ⊂ Fp,p and ‖f‖p,p ≤ ‖f‖2,2 = ‖f̂ ‖L, f ∈ F2,2.

The spaces Fp,q that are predual spaces of the spaces of (p, q)-multipliers will sometimes be
briefly called the predual spaces.
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2.2. Two extremal problems related to Stechkin’s problem (1.2)
in the spaces of multipliers and their predual spaces

Let r, s, p, and q be parameters satisfying the constraints 1 ≤ r ≤ s ≤ ∞ and 1 ≤ p ≤ q ≤ ∞.
For integer n ≥ 1, we define the space Wn

r,s;p,q of functions f ∈ Fr,s that are n−1 times continuously

differentiable on the axis, their derivatives f (n−1) of order n− 1 are locally absolutely continuous,
and f (n) ∈ Fp,q. As a consequence of (2.5), we have the embedding Wn

r,s;p,q ⊂ W n
γ1,γ2 , where

1/γ1 = 1/r − 1/s and 1/γ2 = 1/p − 1/q.
In the space Wn

r,s;p,q, consider the class

Q = Qn
r,s;p,q =

{
f ∈ Wn

r,s;p,q : ‖f (n)‖p,q ≤ 1
}
.

On this class, consider a variant of Stechkin’s problem on the best approximation of the functional
f (k)(0) by the ball Mr,s(N) of radius N > 0 in the space of multipliers Mr,s:

e(N) = en,k(N) = en,k(N ; r, s; p, q) = inf
{
u(θ) : θ ∈Mr,s, ‖θ‖r,s ≤ N

}
, (2.9)

where
u(θ) = un,k(θ) = sup

{
|f (k)(0) − 〈θ, f〉| : f ∈ Qn

r,s;p,q

}

is the deviation of a functional θ ∈Mr,s from the functional f (k)(0) on the class Q.
Problem (2.9) is associated with a multiplicative inequality of Kolmogorov type, but in the

predual spaces:
‖f (k)‖C ≤ Bn,k‖f‖αr,s‖f (n)‖βp,q, f ∈ Wn

r,s;p,q, (2.10)

α =
n− k + 1/q − 1/p

n+ 1/q − 1/p + 1/r − 1/s
, β = 1− α =

k + 1/r − 1/s

n+ 1/q − 1/p + 1/r − 1/s
;

we assume that here Bn,k = Bn,k(r, s; p, q) is the best (the smallest possible) constant (independent
of the function f).

The following statement is contained in the author’s paper [8, Theorem 3]; however, this result
was preceded by several years of research by the author, see [4–6, 8] and [13, 14].

Theorem 1. If s ≥ r ≥ 1, q ≥ p > 1, and conditions (1.4) hold, then the following equality

holds for any N > 0 for the values of problems (1.2) and (2.9) and the best constant B in (2.10):

En,k(N) = en,k(N) = βαα/βB
1/β
n,k N

−α/β . (2.11)

In addition, there is an extremal multiplier in problem (2.9); the convolution with this multiplier is

an extremal operator of Stechkin’s problem (1.2).

3. Stechkin’s problem and related problems in the case s = r, q = p

In this section, we will discuss Stechkin’s problem (1.2) and the corresponding problems (2.9)
and (2.10) with the following relationship between the parameters:

1 ≤ s = r ≤ ∞, 1 ≤ q = p ≤ ∞. (3.1)

These restrictions and restrictions (1.4) imply that k > 0, so from now on 0 < k < n. Let us agree
further in all situations instead of the set of parameters r, r; p, p write r; p; so instead of Wn

r,r;p,p the
notation Wn

r;p will be used.
In several cases when (3.1) holds, the exact solutions to all three problems are known; a review

of the corresponding results will be given here.
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For the convenience of further references, we repeat the definitions of the problem and of the
quantities in problem (1.2) under restrictions (3.1):

E(N) = En,k(N) = En,k(N ; r; p) = inf
{
U(T ) : T ∈ B(N ;Lr, Lr)

}
, (3.2)

U(T ) = sup
{
‖f (k) − Tf‖p : f ∈ Qn

r,p

}
. (3.3)

In this case, inequality (2.10) has the form

‖f (k)‖C ≤ Bn,k‖f‖αr,r‖f (n)‖βp,p, f ∈ Wn
r;p, (3.4)

α =
n− k

n
, β = 1− α =

k

n
; (3.5)

here, Bn,k = Bn,k(r; p) is the best (the least possible) constant (independent of the function f).
Note that indices (3.5) in inequality (3.4) are independent of the parameters r and p.

Restrictions (3.1) contain in particular the two sets of parameters s = r = q = p = ∞ and
s = r = q = p = 2, which the study of Stechkin’s problem (1.2) began with. As we will see
below, these two cases are, in a sense, “extreme” in set (3.1). These two cases are discussed in the
subsequent two sections.

3.1. The classical variant of Stechkin’s problem

Problem (1.2) was first studied by Stechkin in the uniform norm on the axis and semi-axis,
see [46] and an earlier paper [45].

We will denote by En,k(N ;C), along with En,k(N ;∞;∞), problem (1.2) and the value of this
problem in the uniform norm on the axis; more exactly, for

s = r = q = p = ∞.

As already noted above in Section 1.3 (see inequality (1.8)), Stechkin found out that the problem
En,k(N ;C) is related to the exact inequality

‖f (k)‖C ≤ Cn,k‖f‖(n−k)/n
C ‖f‖k/nL∞

, f ∈W n
∞,∞, (3.6)

between the norms of derivatives of differentiable functions. Namely, Stechkin showed [46] that the
smallest constant Cn,k in (3.6) gives an estimate from below of the value En,k(N ;C) (see (1.8)). It
turned out later that this estimate is in fact an equality:

En,k(N ;C) = k

(
Cn,k

n

)n/k ( N

n− k

)−(n−k)/k

, N > 0. (3.7)

This fact is a consequence of Domar’s result [20] and of a more general result by Gabushin [25] on
the best approximation of unbounded functionals by bounded ones.

Inequality (3.6) with a certain finite constant was obtained and used by Hardy and Littlewood in
1912 [30]. The exact inequality (3.6), i.e., the inequality with the best constant was first obtained
in 1914 by Hadamard [29] for n = 2 and k = 1; and by Shilov in 1937 [18] for n = 3, 4 for
all 1 ≤ k < n and for n = 5 and k = 2. In 1939, Kolmogorov found [35] the exact constant
in inequality (3.6) for all 1 ≤ k < n using an elegant comparison theorem. Kolmogorov’s result
is very striking and important in this topic; in this regard, inequality (3.6) and more general
inequalities (1.6) on the axis and semi-axis are often called Kolmogorov inequalities.
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The Favard–Akhiezer–Krein function

fn(t) =
4

π

∞∑

ℓ=0

sin ((2ℓ+ 1)t− nπ/2)

(2ℓ+ 1)n+1
(3.8)

is extremal in inequality (3.6) [35]. For the properties of this function, see, for example, [36, Ch. 5,
Sect. 5.4]. The uniform norm of function (3.8) has the following value:

Kn = ‖fn‖C =
4

π

∞∑

ℓ=0

(−1)ℓ(n+1)

(2ℓ+ 1)n+1
.

For all 1 ≤ k ≤ n, we have the relation f
(k)
n = fn−k; in particular, f

(n)
n (t) = f0(t) = sign sin t. The

extremal function (3.8) in inequality (3.6) and its properties listed imply the following formula for
the best constant in (3.6):

Cn,k = Kn−k (Kn)
−(n−k)/n; (3.9)

for this value, the estimates 1 < Cn,k < π/2 hold [35, (3)].

Stechkin proved [45, 46] that the following classical (difference) operators T n,k
h are extremal in

the problem En,k(N ;C) for n = 2 and 3 and 1 ≤ k < n:

(T h
2,1f)(t) = (T h

3,1f)(t) =
f(t+ h)− f(t− h)

2h
, N = h−1, (3.10)

(T h
3,2f)(t) =

f(t+ h)− 2f(t) + f(t− h)

h2
, N =

4

h2
.

For n = 4 and 5, the solution to this case of problem (1.2) was found (1967) by Arestov [1], and
for an arbitrary n ≥ 6 by Buslaev [19]. For n ≥ 4, the extremal operators are infinite difference
operators with uniform nodes. More precisely, for example, for k = 1, the extremal operator has
the form

Tn,1f(t) = h−1
∞∑

ℓ=0

αℓ(f(t+ (2ℓ+ 1)h) − f(t− (2ℓ+ 1)h)).

The sequence {αℓ}ℓ≥0 is the sum of several geometric progressions. To prove the results, we used
the lower estimate (3.7) and the exact Kolmogorov inequality (3.6).

According to the results of Stechkin [46], Arestov [1], and Buslaev [19], in the classical version
of Stechkin’s problem En,k(N ;C), there is an extremal operator T ∗

n,k = T ∗
n,k(N), which is a finite

difference operator for n = 2 and 3 and infinite difference with a uniform step for n ≥ 4. The norm
of this operator in the space C and the deviation value (3.3) have the following extremal values:

‖T ∗
n,k‖C→C = N ; Un,k(T

∗
n,k;C) = En,k(N ;C).

The operator T ∗
n,k is bounded linear in the spaces Lr for all 1 ≤ r <∞, and

‖T ∗
n,k‖Lr→Lr ≤ N.

Let us discuss the corresponding inequality (3.4). According to (2.6), the space
Wn

∞;∞ = Wn
∞,∞;∞,∞ consists of functions f ∈ C0 continuously differentiable n times on the axis,

for which f (n) ∈ C0. Inequality (3.4) in this case coincides with inequality (3.6) on a narrower space
Wn

∞;∞; inequality (3.6) with constant (3.9) remains exact on Wn
∞;∞.
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3.2. Approximation of the differentiation operator in the space L2

and related problems

3.2.1. Approximation of the differentiation operator in the space L2

A version of the Stechkin problem on the best approximation of the differentiation operator in
the space L2(−∞,∞) (i.e., problem (3.2) for s = r = q = p = 2) was solved by Subbotin and
Taikov [47] back in 1968. They proved the following formula for the best approximation value
En,k(N ;L2):

En,k(Nn,k(h);L2) =
k

n
hn−k, Nn,k(h) =

n− k

n
h−k, h > 0. (3.11)

The extremal operator they constructed will be discussed below. The proof of (3.11) used Stechkin’s
lower estimate (1.8). The corresponding exact inequality (1.6) in this case has the form

‖f (k)‖L2
< ‖f‖(n−k)/n

L2
‖f (n)‖k/nL2

, f ∈W n
2,2, f 6≡ 0. (3.12)

A proof of inequality (3.12) for n = 2 and k = 1 see in [31, Ch. VII, Theorem 261]; the general
case is proved similarly.

To prove (3.11), Subbotin and Taikov [47] constructed an extremal operator T h
n,k, h > 0. This

operator is a convolution:

T̂ h
n,kf = λ · f̂ , f ∈ L2,

in which the multiplier λ = λh is defined by the formulas

λ(η) = ik
(
(2πη)k − k

n
hn−k(2πη)nsign ηn−k

)
, |η| ≤ 1

2πh

(n
k

)1/(n−k)
,

λ(η) = 0, |η| > 1

2πh

(n
k

)1/(n−k)
.

(3.13)

Note that function (3.13) differs from the multiplier of [47] by a change of a variable; this is because
the definition of the Fourier transform adopted here differs from that used in [47] by a factor of
−2π in the exponent.

3.2.2. The space Wn
2;2

Before considering inequality (2.10) and problem (2.9) in the case s = r = q = p = 2, we discuss
the properties of functions from the space Wn

2;2.

Lemma 2. The space Wn
2;2 consists of functions f ∈ C0 that can be represented in the form

f(t) = x

∧

(t) =

∫
e2πtηix(η) dη, (3.14)

where the function x = f̂ belongs to L and has the property

y(η) = (2πηi)nx(η) ∈ L. (3.15)

Moreover,

f (n)(t) = y

∧

(t) =

∫
e2πtηi(2πηi)nx(η) dη.
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P r o o f. The space Wn
2;2 is formed by functions f ∈ F2,2 such that f (n) ∈ F2,2. The derivative

f (n) is understood in the sense of the theory of generalized functions, see, for example, [42, 44].
Namely, for a pair of functions f, g ∈ L = L (R), it is assumed that g = f (n) if the following
equality holds for all functions φ ∈ S :

∫
g(t)φ(t)dt = (−1)n

∫
f(t)φ(n)(t)dt. (3.16)

According to (2.7) and (1.1), a function f ∈ F2,2 has the form (3.14). Its derivative g = f (n) has a
similar form:

g (t) =

∫
e2πtηiy(η) dη, y ∈ L. (3.17)

Substituting representations (3.14) and (3.17) into (3.16), we obtain

∫
φ(t)

∫
e2πtηiy(η) dηdt = (−1)n

∫
φ(n)(t)

∫
e2πtηix(η) dηdt.

We may change the orders of integration on both sides of this relation:

∫
y(η)

∫
e2πtηiφ(t) dt dη = (−1)n

∫
x(η)

∫
e2πtηiφ(n)(t) dt dη. (3.18)

Let us introduce the notation

ψ(η) = φ

∧

(η) =

∫
e2πtηiφ(t) dt. (3.19)

Together with the function φ, the function ψ also belongs to the space S . Relation (3.19) implies
that

φ(η) = ψ̂(η) =

∫
e−2πtηiψ(t) dt. (3.20)

Differentiate relation (3.20) n times:

φ(n)(η) =

∫
e−2πtηi(−2πti)nψ(t) dt.

Hence, we conclude that

φ(n)

∧

(η) =

∫
e2πtηiφ(n)(t) dt = (−2πηi)nψ(η). (3.21)

Substituting (3.21) and (3.19) into (3.18), we obtain

∫
y(η)ψ(η) dη = (−1)n

∫
x(η)(−2πηi)nψ(η) dη

and ∫
(y(η)− (2πηi)nx(η))ψ(η) dη = 0, ψ ∈ S .

The Fourier transform, and therefore the inverse Fourier transform (3.19), is a bijection of S onto
itself, and therefore ψ in the last relation is an arbitrary function from S . Hence,

y(η) − (2πηi)nx(η) = 0, a.e. on the axis.

Property (3.15) is justified. Lemma 2 is proved. �
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Consider now the corresponding inequality (3.4). It is convenient to study it in terms of Fourier
transforms of functions f ∈ Wn

2;2. Let us introduce the notation

Y n = Ŵn
2;2 = {x = f̂ : f ∈ Wn

2;2} = {x ∈ L : (2πti)nx ∈ L}.
In terms of functions from the space Y n, inequality (3.4) takes the following form in this case:

‖x∧(k)‖C ≤ Bn,k ‖x‖(n−k)/n
L ‖(2πti)nx‖k/nL , x ∈ Y n. (3.22)

Obviously, for every function x ∈ Y n, the function |x| also belongs to the space Y n, and the function

x

∧(k)(t) =

∫
e2πtηi(2πηi)kx(η) dη

satisfies the relations

‖x∧(k)‖C ≤ ‖ |x|

∧(k)
‖C = | |x|

∧(k)
(0) | = ‖(2πti)kx‖L.

Therefore, inequality (3.22) is equivalent to the inequality

‖(2πti)kx‖L ≤ Bn,k ‖x‖(n−k)/n
L ‖(2πti)nx‖k/nL , x ∈ Y n, (3.23)

(with the same value of the best constant Bn,k).

3.2.3. Stechkin’s problem in the space of multipliers M2,2

and the corresponding inequality in the predual space

Consider now the corresponding variant of Stechkin’s problem (2.9) on the best approximation of
the functional

x

∧(k)(0) =

∫
(2πηi)kx(η)dη

by the space of multipliersM2,2. The class Q
n
2;2 ⊂ Wn

2;2 is correspond in Y n to the class of functions

Θn
2 = Q̂n

2;2 =
{
x ∈ L : (2πti)nx ∈ L, ‖(2πti)nx‖L ≤ 1

}
.

As a result, we have the problem

en,k(N) = en,k(N ; 2; 2) = inf
{
u(θ) : θ ∈ L∞, ‖θ‖L∞

≤ N
}
, (3.24)

where

u(λ) = un,k(λ) = sup
{∣∣∣

∫
(2πηi)kx(η)dη −

∫
λ(η)x(η) dη

∣∣∣ : x ∈ Θn
2

}
.

The best upper estimate for value (3.24) is given by multiplier (3.13). The relevant properties
of this multiplier are summarized in the following lemma; all of them are available in [47].

Lemma 3. The following two statements are valid for function (3.13).
(1) Function (3.13) is continuous and bounded on the axis, and

‖λ‖C(−∞,∞) =
∣∣λ(±(2πh)−1

)
| = h−kn− k

n
. (3.25)

(2) The function

∆(η) =
(2πηi)k − λ(η)

(2πηi)n
(3.26)

belongs to the space L∞(−∞,∞), and

‖∆‖L∞(−∞,∞) =
k

n
hn−k. (3.27)
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P r o o f. The continuity, boundedness, and property (3.25) for function (3.13) are rather
evident.

Let us now study function (3.26). For

0 < |η| ≤ 1

2πh

(n
k

)1/(n−k)
,

we have

∆(η) = ik
k

n

hn−k(2πη)nsign ηn−k

(2πηi)n
=
k

n
hn−ksign ηn−kik−n.

In the case when

|η| ≥ 1

2πh

(n
k

)1/(n−k)
,

we have

∆(η) =
(2πηi)k

(2πηi)n
=

1

(2πηi)n−k
;

hence,

|∆(η)| ≤ k

n
hn−k, |η| ≥ 1

2πh

(n
k

)1/(n−k)
.

This implies property (3.27) of function (3.26). Lemma 3 is proved. �

The following statement is contained in equality (3.11), inequality (3.12), Lemma 2, and The-
orem 1. However, its proof will be given here. This proof largely repeats that of statement (3.11)
in [47].

Theorem 2. The following statements are valid for value (3.24) and the best constant Bn,k in

inequality (3.23) for 0 < k < n.

(1) For all h > 0,

en,k(Nn,k(h)) =
k

n
hn−k, Nn,k(h) = h−kn− k

n
, h > 0; (3.28)

and functional (3.13) is extremal.

(2) The best constant in inequality (3.23) is one:

Bn,k = 1. (3.29)

P r o o f. (1) First, we obtain an upper estimate for the value en,k(N). To do this, we use
multiplier (3.13). Relations (3.25) and (3.27) imply the following upper estimate for en,k(N):

en,k(Nn,k(h)) ≤
k

n
hn−k, Nn,k(h) = h−kn− k

n
, h > 0. (3.30)

(2) Let us now obtain a lower estimate for the best constant Bn,k in inequality (3.23). We start
with the function

f(t) = e2πti =

∫
e2πtηidµ(η);

here µ is the measure on the axis, which can be written as dµ(η) = δ(η−1) dη, where δ is the Dirac
δ-function. For ρ > 0, we define a function xρ on the axis by the relation

xρ(η) =





1

ρ
, η ∈ [1, 1 + ρ] ;

0, η 6∈ [1, 1 + ρ] .
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For this function, we have ‖xρ‖L = 1 and

‖(2πti)kxρ‖L → (2π)k, ‖(2πti)nxρ‖L → (2π)n as ρ→ +0.

Substitute the function xρ into inequality (3.23) and let ρ→ +0. As a result,

Bn,k ≥ ‖(2πti)kxρ‖L
‖xρ‖(n−k)/n

L ‖(2πti)nxρ‖k/nL

→ 1.

Thus, the following lower estimate holds for the best constant Bn,k in inequality (3.23):

Bn,k ≥ 1. (3.31)

(3) Statement (2.11) and estimates (3.30) and (3.31) imply equalities (3.28) and (3.29).
Theorem 2 is proved. �

Inequality (3.23) is an inequality of the Carlson type; the studies of V.I. Levin, F.I. Andrianov,
and others were devoted to such inequalities in the middle of the last century, see [38], [31, Levin V.I.,
Stechkin S.B. Additions to the Russian edition], [3], and the references therein. For statements like
Theorem 2 related to Carlson’s inequalities, see [3].

In the previous two Sections 3.1 and 3.2, Stechkin’s lower estimate (1.8) for the value of the best
approximation of the differentiation operator in terms of the best constant in the corresponding
Kolmogorov inequality was applied in the study of Stechkin’s problem. At the time of studying
Stechkin’s problem, the exact constant in the corresponding inequalities (3.6) and (3.12) was known;
moreover, inequality (1.8) gave an exact estimate for the value of the best approximation. In the
next two Sections 3.3 and 3.4, Stechkin’s problem will be discussed in situations where there is no
corresponding inequality (1.8). A lower estimate for the best approximation will be based on the
considerations of the translation invariance of Stechkin’s problem; more precisely, the statements
of Theorem 1 will be used.

3.3. Approximation in the uniform norm on the axis by operators bounded
in the space Lr: the case 1 ≤ s = r ≤ ∞, p = q = ∞

Here, we discuss Stechkin’s problem (3.2) for values of the parameters

1 ≤ s = r ≤ ∞, p = q = ∞. (3.32)

For real r, 1 ≤ r ≤ ∞, and integer n ≥ 1, the space W n
r,∞ consists of functions f ∈ Lr that

are n − 1 times continuously differentiable on the axis, their derivatives f (n−1) of order n − 1 are
locally absolutely continuous, and f (n) ∈ L∞. In the space W n

r,∞, consider the class

Qn
r,∞ = {f ∈W n

r,∞ : ‖f (n)‖L∞
≤ 1}.

Denote by B(Lr) the set of all bounded linear operators in the space Lr. Let B(N ;Lr) for N > 0
be the set of operators T ∈ B(Lr) with the norm ‖T‖Lr→Lr ≤ N . In this section, for r = ∞, we
mean by L∞ the space C = C(−∞,∞).

We are interested in the best approximation (in the space C) of the differentiation operator
Dk = dk/dtk on the class Qn

r,∞ by the set of bounded linear operators B(N ;Lr):

En,k(N) = En,k(N ; r;∞) = inf{U(T ) : T ∈ B(N ;Lr)}, N > 0, (3.33)

U(T ) = Un,k(T ; r;∞) = sup{‖f (k) − Tf‖C : f ∈ Qn
r,∞}.

The problem is to calculate value (3.33) and an extremal operator on which the infimum in (3.33)
is attained.
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3.3.1. Case n ≥ 3, 1 ≤ r ≤ ∞

Recall that

Kn = ‖fn‖C =
4

π

∞∑

ℓ=0

(−1)ℓ(n+1)

(2ℓ+ 1)n+1
(3.34)

is the uniform norm of the Favard–Akhiezer–Krein function (3.8). Define

Kn =
4

π

∞∑

ℓ=0

1

(2ℓ+ 1)n+1
. (3.35)

This is, in a sense, the “norm” of the same function fn in the space F2,2. Comparing (3.35)
with (3.34), we see that Kn ≤ Kn; more exactly,

Kn = Kn if n is odd; Kn < Kn if n is even.

The following two statements are valid [13] for the problem En,k(N ;Lr).

Theorem 3. The following two-sided estimates for the value of problem (3.33) hold for all

n ≥ 2, 1 ≤ k < n, and 1 ≤ r ≤ ∞:

k

(
Kn−k

n

)n/k (N Kn

n − k

)−(n−k)/k

≤ En,k(N ; r;∞) ≤ k

(
Kn−k

n

)n/k (N Kn

n− k

)−(n−k)/k

. (3.36)

Theorem 4. The following statements hold in problem (3.33) for odd n ≥ 3 and arbitrary k,
1 ≤ k < n.

(1) The following formula holds for value (3.33) independently of r, 1 ≤ r ≤ ∞:

En,k(N ; r;∞) = En,k(N,C) = k

(
Kn−k

n

)n/k (N Kn

n− k

)−(n−k)/k

.

(2) An operator T ∗
n,k = T ∗

n,k(N) that is extremal in the problem En,k(N,C) is also extremal in

the problem En,k(N,Lr) for all r, 1 ≤ r <∞.

3.3.2. Case n = 2, r = 2

For even n ≥ 2 and 1 < r < ∞, the statements of Theorem 4, generally speaking, no longer hold.
The author’s paper [11] provides a solution to problem (3.33) for

n = 2 (k = 1); r = s = 2, p = q = ∞. (3.37)

In this case, the first inequality in (3.36) is exact. More precisely, the following statement is true.

Theorem 5. The following formula holds for values of the parameters (3.37) for all h > 0:

E2,1(N2,1(h); 2;∞) =
πh

4
, N2,1(h) =

π2

2h

(
4

∞∑

ℓ=0

1

(2ℓ+ 1)3

)−1

. (3.38)

An extremal operator in (3.38) is the singular convolution operator on the space L2 defined by the

formula

(Θhf)(t) = A(h)

∫ πh

0
(f(t+ u)− f(t− u)) y

(
uh−1

)
du,

where

y(u) =
π − u

4 sin u
, u ∈ (0, π); A(h) = h−2

(
4

∞∑

ℓ=0

1

(2ℓ+ 1)3

)−1

.
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For comparison, consider the result of Stechkin [46] for n = 2, k = 1, and (q = p =)s = r = ∞:

E2,1(N2,1(h);∞;∞) =
πh

4
, N2,1(h) = h−1.

An extremal operator is the difference operator (3.10):

(T h
2,1f)(t) =

f(t+ h)− f(t− h)

2h
.

3.3.3. Inequalities for values of the parameters (3.32) in predual spaces

In the case 1 ≤ s = r ≤ ∞ and p = q = ∞ under consideration, inequality (2.10) has the form

‖f (k)‖C ≤ Bn,k(r;∞)‖f‖(n−k)/n
r,r

(
‖f (n)‖∞

)k/n
, f ∈ Wn

r;∞. (3.39)

For s = r = ∞, this is the classical variant (3.6) of the inequality between the uniform norms of
derivatives studied by Kolmogorov. In the case s = r = 2, inequality (3.39) takes the form

‖f (k)‖C ≤ Bn,k(2;∞)‖f̂‖(n−k)/n
1

(
‖f (n)‖∞

)k/n
, f ∈ Wn

2;∞. (3.40)

The following inequality holds [11, 13] for the best constants in (3.39) and, in particular,
in (3.40):

Bn,k(r;∞) ≤ Bn,k(∞;∞) = Cn,k, 1 ≤ r ≤ ∞; (3.41)

recall that Cn,k was defined in (3.9). For odd n ≥ 3, we have the equality Bn,k(r;∞) = Bn,k(∞),
1 ≤ r ≤ ∞, and the Favard–Akhiezer–Krein function fn (3.8) is extremal for all r.

For even n ≥ 2, this is, generally speaking, no longer the case. At least for n = 2 (k = 1) and
r = 2, the best constant in inequality (3.40) has the following value [11]:

B2,1(2;∞) =
π

2

(
4

π

∞∑

ℓ=0

1

(2ℓ+ 1)3

)−1/2

, (3.42)

and the Favard–Akhiezer–Krein function f2 is extremal again. The following estimates hold for
constant (3.42): √

π

2
< B2,1(2;∞) <

√
2 (3.43)

(see details in [11]). According to Hadamard’s result [29], the best constant in inequality (3.6)
for n = 2 and k = 1 is C2,1 =

√
2. Consequently, the second inequality (3.43) means that

B2,1(2;∞) < B2,1(∞;∞) = C2,1, so that inequality (3.41) is strict in this case.
Inequalities of type (3.40) containing the norms of intermediate and highest derivatives and the

norm of the Fourier transform of functions, with norm parameters different from (3.40), also arose
in the studies by Magaril-Il’yaev and Osipenko of extremal problems of recovering functions from
information about their spectrum [39, 40].

3.4. Case 1 ≤ s = r ≤ ∞, p = q = 2

Here we will discuss Stechkin’s problem (3.2) studied in [5, 7, 10] for the parameter values

1 ≤ s = r ≤ ∞, p = q = 2. (3.44)

For real r, 1 ≤ r ≤ ∞, and integer n ≥ 1, the space W n
r,2 consists of functions f ∈ Lr that are

n−1 times continuously differentiable on the axis, their derivatives f (n−1) of order n−1 are locally
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absolutely continuous, and f (n) ∈ L2. Here, for r = ∞, we mean by L∞ the space C = C(−∞,∞).
In the space W n

r,2, consider the class Qn
r,2 = {f ∈ W n

r,2 : ‖f (n)‖L2
≤ 1}. As was said above, B(Lr)

denotes the set of all bounded linear operators in the space Lr, and B(N ;Lr) for N > 0 is the set
of operators T ∈ B(Lr) with the norm ‖T‖Lr→Lr ≤ N.

We are interested in the best approximation in the space L2 of the differentiation operator Dk

on the class Qn
r,2 by the set of bounded linear operators B(N ;Lr):

En,k(N) = En,k(N ; r; 2) = inf
{
Un,k(T ; r; 2) : T ∈ B(N ;Lr)

}
, N > 0,

U(T ) = Un,k(T ; r; 2) = sup
{
‖f (k) − Tf‖L2

: f ∈ Qn
r,2

}
.

3.4.1. Case n ≥ 3, 1 ≤ r ≤ ∞ [5]

Theorem 6. For n ≥ 3, 1 ≤ k < n, 1 ≤ r ≤ ∞, and all h > 0,

En,k(Nn,k(h); r; 2) =
k

n
hn−k, (3.45)

where

Nn,k(h) =
n− k

n
h−k. (3.46)

For r = 2, statement (3.45)+(3.46) is statement (3.11) of Subbotin and Taikov [47]. To justify
(3.45)+(3.46), the author used in [5] an operator that differs from the one in [47]; for more detailed
discussion see Section 3.4.3.

3.4.2. Cases n = 2, k = 1, r = ∞ [7, 10], and r = 2 [47]

Theorem 7. For all h > 0,

E2,1(N2,1(h); r; 2) =
1

2
h,

where

N2,1(h) =
1

2
h−1

for r = 2 and

N2,1(h) =
16

hπ3

∞∑

l=0

1

(2l + 1)3

for r = ∞.

3.4.3. Extremal operators

Case n ≥ 3 and k = 1. Let us describe the construction of an extremal operator [5]. Let η be the
2π-periodic odd function defined on [0, π] by the relations

η(t) =





t− 1

n

(
2

π

)n−1

tn, t ∈
[
0,
π

2

]
,

η(π − t), t ∈
[π
2
, π

]
.

The Fourier series of this function has the form

η(t) =

∞∑

l=0

cl sin(2l + 1)t, cℓ =
4

π

∫ π/2

0
η(t) sin(2l + 1)tdt.
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The coefficients of this expansion for n ≥ 3 have the following signs (see [5, proof of Theorem 4.1]):

(−1)lcl ≥ 0, l ≥ 0. (3.47)

For a number h > 0, we set ν = ν(h) = πh/2 and define an operator Tn,1 by the formula

(Tn,1f)(t) =
1

2ν(h)

∞∑

l=0

cl
{
f(t+ (2l + 1)ν)− f(t− (2l + 1)ν)

}
.

It is clear that Tn,1 is a bounded linear operator in the space Lr for all 1 ≤ r ≤ ∞ and

‖Tn,1‖Lr→Lr =
1

ν

∞∑

l=0

|cl| =
1

ν
η
(π
2

)
=
n− 1

nh
.

For this operator,

Un,k(Tn,1; r; 2) =
k

n
hn−k. (3.48)

It is this operator that is extremal in (3.45) for n ≥ 3, k = 1, and all 1 ≤ r ≤ ∞. It is different
from the operator constructed by Subbotin and Taikov [47] for r = 2.

Case n = 2, k = 1, and r = ∞. For n = 2, the property of signs (3.47) is violated. More
precisely, we have

η(t) =
∞∑

l=0

cl sin(2l + 1)t, cl =
8

π2
1

(2l + 1)3
.

The operator T2,1 defined by the formula

(T2,1f)(t) =
1

2ν(h)

∞∑

l=0

cl
{
f(t+ (2l + 1)ν(h)) − f(t− (2l + 1)ν(h))

}
,

where ν = ν(h) = πh/2, is a bounded linear operator in C and

‖T2,1‖C→C =
1

ν

∞∑

l=0

cl =
16

π3h

∞∑

l=0

1

(2l + 1)3
= N2,1(h).

The norm of the operator T2,1 has a different expression in comparison with (3.46). The same
formula (3.48) holds for the value of the deviation.

Paper [47] by Subbotin and Taikov contains the case n = 2, k = 1, and r = 2 as a special case.

3.4.4. Inequalities for cases (3.44) in predual spaces

Let us discuss now inequality (2.10) for the set of parameters (3.44) in the space

Wn
r;2 =

{
f ∈ Fr,r : f̂ (n) ∈ L

}
=

{
f ∈ Fr,r : f

(n) = z

∧

, z ∈ L
}
, (3.49)

and, in particular, in the space

Wn
∞;2 =

{
f ∈ C0 : f̂ (n) ∈ L

}
=

{
f ∈ C0 : f

(n) = z

∧

, z ∈ L
}
. (3.50)
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Theorem 8 [5]. The following inequality holds for functions of space (3.49) for 1 ≤ r ≤ ∞,
n ≥ 3, and 1 ≤ k < n:

‖f (k)‖C ≤ Bn,k(r; 2)‖f‖(n−k)/n
r,r ‖f̂ (n)‖k/nL , f ∈ Wn

r;2, (3.51)

with the smallest possible constant

Bn,k(r; 2) = 1. (3.52)

For all n ≥ 3 and 1 ≤ k < n, an “ideal” extremal function is sin.

For n = 2 (k = 1), inequality (3.51) with constant (3.52) holds for r = 2 (see Theorem 9 below)
and does not hold for r = ∞. The value of the constant B2,1(r; 2) for other values of r is currently
unknown. The following statement highlights the case r = ∞ of Theorem 8 and adds information
about inequality (3.51) in the case n = 2 and r = 2.

Theorem 9 [7]. The following inequality holds for functions of space (3.50) for n ≥ 2,
1 ≤ k < n, and r = ∞:

‖f (k)‖C ≤ Bn,k(∞; 2)‖f‖(n−k)/n
C ‖f̂ (n)‖k/nL , f ∈ Wn

∞;2,

with the smallest possible constants

B2,1(∞; 2) =

{
32

π3

∞∑

l=0

1

(2l + 1)3

}1/2

> 1, n = 2, k = 1;

Bn,k(∞; 2) = 1, n ≥ 3, 1 ≤ k < n.

For n ≥ 3, an “ideal” extremal function is sin. For n = 2, it is the entire function

f(t) =
1

2

∫ π

0

π − u

sinu
sin 2πtu du.

4. Two-sided estimates for the value of Stechkin’s problem (3.2)

For parameters 1 ≤ r, p ≤ ∞, define r = max{r, r′} and p = max{p, p′}. In statements of this
section, we assume the following condition on two pairs of parameters r1, r2 and p1, p2:

r1 ≤ r2, p1 ≤ p2. (4.1)

Theorem 10. The following two statements hold for the value En,k(N ; r; p) = En,k(N ; r, r; p, p)
for 1 ≤ r ≤ ∞, 1 < p ≤ ∞, and 0 < k < n.

(1) For all N > 0, the value En,k(N ; r; p) of Stechkin’s problem (3.2) does not decrease in the

parameters r and p; more exactly, if two pairs of parameters r1, r2 and p1, p2 satisfy condi-

tions (4.1), then the following inequality holds:

En,k(N ; r1; p1) ≤ En,k(N ; r2; p2).

(2) For all N > 0, the following (exact) two-sided estimates hold for the values of Stechkin’s

problems (3.2) and (2.9):

βαα/βN−α/β ≤ En,k(N ; r; p) = en,k(N ; r; p) ≤ βαα/β (Cn,k)
1/β N−α/β ,

where

α =
n− k

n
, β =

k

n
.
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4.1. Auxiliary statement

Lemma 4. The following two statements hold for the best constant Bn,k = Bn,k(r; p) in in-

equality (3.4) for 1 ≤ r ≤ ∞, 1 ≤ p ≤ ∞, and 0 < k < n.

(1) If two pairs of parameters r1, r2 and p1, p2 satisfy conditions (4.1), then the following inequal-

ity holds for the best constant in inequality (3.4):

Bn,k(r1; p1) ≤ Bn,k(r2; p2). (4.2)

(2) The following (exact) two-sided estimates hold :

1 ≤ Bn,k(r; p) ≤ Cn,k

(
<
π

2

)
. (4.3)

P r o o f. The constant in inequality (3.4) can be represented in the form

Bn,k(r; p) = sup

{
‖f (k)‖C

‖f‖(n−k)/n
r,r ‖f (n)‖k/np,p

: f ∈ Wn
r;p, f 6≡ 0

}
. (4.4)

According to statement (2.8) of Lemma 1, under conditions (4.1), we have the embeddings

Fr1,r1 ⊂ Fr2,r2 and ‖f‖r2,r2 ≤ ‖f‖r1,r1 , f ∈ Fr1,r1 ,

Fp1,p1 ⊂ Fp2,p2 and ‖g‖p2,p2 ≤ ‖g‖p1,p1 , g ∈ Fp1,p1 ,

and hence the embeddings
Wn

r1;p1 ⊂ Wn
r2;p2 ; (4.5)

moreover, the following inequalities hold on Wn
r1;p1 :

‖f‖r2,r2 ≤ ‖f‖r1,r1 , ‖f (n)‖p2,p2 ≤ ‖f (n)‖p1,p1 , f ∈ Wn
r1;p1 . (4.6)

Representation (4.4), embedding (4.5), and inequality (4.6) imply property (4.2).
In particular, we have the inequalities

Bn,k(2; 2) ≤ Bn,k(r; p) ≤ Bn,k(∞;∞).

According to the result (3.29) of Lemma 2, Bn,k(2; 2) = 1. In the case r = p = ∞, the
value Bn,k(∞;∞) coincides with the best constant (3.9) in the Kolmogorov inequality (3.6):
Bn,k(∞;∞) = Cn,k. Thus, statement (4.3) is verified. Lemma 4 is proved.

4.2. The proof of Theorem 10

Both statements of Theorem 10 follow from the corresponding statement of Lemma 4 and
statement (2.11) of Theorem 1. Theorem 10 is proved.

5. Conclusions

As can be seen from the results described above, even in the case (3.1), the topics considered
here are far from exhausted. One of the main reasons for the difficulties in studying Stechkin’s
problem is that the description of (p, q)-multipliers and the value of the norm of multipliers are
known only in several exceptional cases (see Section 2.1.1).
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For example, Stechkin’s problem and the corresponding inequalities between the norms of
derivatives in the case of equal exponents

1 ≤ s = r = q = p ≤ ∞

are of interest. Denote by En,k(N)p Stechkin’s problem and its value for this case. This case is
embedded in the assumptions and conclusions of Theorem 10. According to Theorem 10, the value
En,k(N)p does not decrease in the parameter p = {p, p′} and the following estimates hold:

En,k(N)2 ≤ En,k(N)p ≤ En,k(N)∞.

The solution to Stechkin’s problem En,k(N)p is known only in the cases p = ∞, 2, and 1. Of
course, one of the reasons for this is that the description of the multipliers of the Lebesgue spaces
Lp(−∞,∞) is known only for these values of the parameter p.

Let Bn,k(p) be the best constant in the corresponding inequality

‖f (k)‖p ≤ Bn,k(p) ‖f‖(n−k)/n
p ‖f (n)‖k/np , f ∈W n

p,p,

between the p-norms of the derivatives. The following estimates are known for the best constant
in this inequality:

Bn,k(2) = 1 ≤ Bn,k(p) ≤ Bn,k(∞) = Cn,k <
π

2
. (5.7)

The second inequality in (5.7) is Stein’s result [43]. To justify the first inequality, one should
substitute the (appropriately smoothed) function sin into (5.7). No results regarding monotonicity
of the value Bn,k(p) in p are unknown to the author.
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