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ON THE 75TH BIRTHDAY

OF PROFESSOR VITALII VLADIMIROVICH ARESTOV

Vitalii I. Berdyshev†, Nikolai I. Chernykh††, AlexanderG.Babenko†††, and

RomanR.Akopyan††††

Krasovskii Institute of Mathematics and Mechanics, Ural Branch
of the Russian Academy of Sciences, 16 S. Kovalevskaya str., Ekaterinburg, Russia, 620990;

Ural Federal University, 51 Lenin aven., Ekaterinburg, Russia, 620000

†bvi@imm.uran.ru, ††chernykh@imm.uran.ru, ††† babenko@imm.uran.ru,
††††rrakopyan@mephi.ru

Figure 1. Professor Vitalii Vladimirovich Arestov

July 16, 2018, was the 75th birthday of famous Russian scientist, prominent mathematician,
Doctor of Physics and Mathematics, Professor Vitalii Vladimirovich Arestov.
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Arestov was born in the village Bol’shoi Karai (Saratov oblast). He graduated from Saratov
State University as specialist in mathematics and completed postgraduate studies in Steklov Math-
ematical Institute of the USSR Academy of Sciences under supervision of Professor S.B. Stechkin.
Starting from 1968, Vitalii Vladimirovich works at the Sverdlovsk Division of the Steklov Mathe-
matical Institute of the USSR Academy of Sciences (now the Krasovskii Institute of Mathematics
and Mechanics, Ural Branch of Russian Academy of Sciences (IMM UB RAS)). Starting from 1970,
he also teaches at Ural State University (now Ural Federal University (UrFU)), where he headed
the Department of Mathematical Analysis and Function Theory (now Department of Mathematical
Analysis). At present, Arestov is a professor at UrFU and a leading researcher at the Department
of Approximation and Applications of IMM UB RAS.

Arestov is a prominent specialist in function theory. He has profound fundamental results
on the best approximation of operators by operators of a simpler structure, in particular, on the
best approximation of unbounded operators by bounded ones and on related problems on the
smallest constants in inequalities between norms of derivatives of differentiable functions, on the
best approximation of one class of differentiable functions by another class of smoother functions,
and optimal recovery of unbounded operators on classes of elements given with error. Recently, in
this topic, he solved the problem on the best uniform approximation on the numerical axis of the
first-order differentiation operator on the class of functions with a bounded second derivative by
bounded linear operators acting from the space of functions with a summable Fourier transform to
the space of continuous functions. He also obtained the related exact Kolmogorov-type inequality
between the uniform norm of the derivative of a function, the L-norm of the Fourier transform of
the function, and the L∞-norm of its second derivative. In addition, Arestov and M.A. Filatova
found a solution to the long standing problem of the best approximation of the differentiation
operator by linear bounded operators on the class of twice differentiable functions in the space
L2 on the semi-axis. He obtained important results on the extremal properties of polynomials; in
particular, an amazing result widely known to specialists in the theory of extremal problems about
the best constant in the Bernstein inequality for trigonometric polynomials in the space Lp for
0 ≤ p < 1. A method has been created for studying extremal problems for polynomials in the space
Lp and in the more general case for Orlicz type ϕ-spaces. Fundamental results were obtained in
extremal problems for positive definite functions, including problems related to the exact Jackson
inequalities for the best approximations of functions by polynomials and entire functions as well as
problems of Delsarte and Turan, which are related to discrete extremal geometric problems (some of
these results were obtained together with Arestov’s students A.G. Babenko and E.E. Berdysheva).
In recent years, in a series of papers (together with M.V. Deikalova and others), a new approach,
based on the properties of the generalized translation operator, has been developed to the study of
extremal problems for polynomials and entire functions; subtle properties of generalized translation
operators in spaces with different weights have been thoroughly investigated.

Arestov is the author of 85 scientific papers and several textbooks. The list of his main publi-
cations can be found at http://work.imkn.urfu.ru/arestov/index en.html.

Arestov is one of the leading lecturers of UrFU in continuous mathematics. His department
provides a high level of training of specialists in function theory, contributing to the development
of scientific cooperation between UrFU and IMM UB RAS. His perceptive and comprehensible
lectures form an interest in mathematics; the diverse and relevant topics of special courses attract
students, many of whom continue to conduct research under Arestov’s supervision. Eleven of his
students successfully defended their dissertations, one of them has already become a Doctor of
Physics and Mathematics, and another one holds Habilitation degree in Germany.

Arestov was a member of the editorial boards of leading scientific journals Mathematical Notes

and East Journal on Approximations. He is currently the deputy editor-in-chief of Ural Mathe-

matical Journal. Arestov took an active part in organizing and conducting a number of high-level

http://work.imkn.urfu.ru/arestov/index_en.html
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international conferences as co-chairman or member of their organizing committees and program
committees. Two of them are regular: triennial International Conference Algorithmic Analysis

of Unstable Problems (1995–2014) and annual International S.B. Stechkin’s School-Conference on

Function Theory (from 1971 to the present).
August 1–10, 2018, the 43d International S.B. Stechkin’s School-Conference on Function Theory

dedicated to the 75th birthday of Professor Vitalii Vladimirovich Arestov was held in Kyshtym,
Chelyabinskaya oblast. It was organized by UrFU and IMM UB RAS.

The collectives of Ural Federal University and the Institute of Mathematics and Mechanics,
the editorial board of Ural Mathematical Journal, friends, colleagues, and students, heartily con-
gratulate Vitalii Vladimirovich on his glorious jubilee and wish him further success in scientific,
educational, and social activities, good health, and great personal happiness.
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Abstract: In this paper, we study the asymptotic behavior of the distribution function of the discrete
Hilbert transform of sequences from the class l1 and find a necessary condition and a sufficient condition for
the summability of the discrete Hilbert transform of a sequence from the class l1.

Keywords: Discrete Hilbert transform, Asymptotic behavior of the distribution function, Class of summable
sequences.

Introduction

Denote by lp, p ≥ 1, the class of numeric sequences b = {bn}n∈Z satisfying the condition

‖b‖lp =
(

∑

n∈Z

|bn|
p
)1/p

< ∞,

where Z is the set of integers.

Let b = {bn}n∈Z ∈ l1. The sequence H(b) = {(Hb)n}n∈Z is called the Hilbert transform of the
sequence b = {bn}n∈Z , where

(Hb)n =
∑

m6=n

bm
n−m

, n ∈ Z.

M. Riesz proved (see [10] and [4, 7]) that, if b ∈ lp, p > 1, then H(b) ∈ lp and the inequality

‖H(b)‖lp ≤ Cp ‖b‖lp (0.1)

holds. Weighted analogues of (0.1) were investigated in [1–3, 5, 6, 8, 9, 11].

If b ∈ l1, then the sequence H(b) belongs to the class
⋂

p>1 lp but doesn’t belong to the class l1.
In this case, R. Hunt, B. Muckenhoupt, and R. Wheeden proved (see [6]) that the distribution
function

(Hb) (λ) ≡
∑

{n∈Z: |(Hb)n|>λ}

1
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of the Hilbert transform of the sequence b satisfies the condition

∀λ > 0 |(Hb) (λ)| ≤
C0

λ
‖b‖l1 , (0.2)

where C0 is an absolute constant.
In this paper, we study the asymptotic behavior of the distribution function (Hb) (λ) of the

Hilbert transform of a sequence b ∈ l1 as λ → 0 and find a necessary condition and a sufficient
condition for the summability of the discrete Hilbert transform of a sequence from the class l1.

1. Asymptotic behavior of the distribution function

of the discrete Hilbert transform

Theorem 1. Let b ∈ l1. Then the following equation holds:

lim
λ→0+

λ · (Hb) (λ) = 2
∣

∣

∣

∑

n∈Z

bn

∣

∣

∣
. (1.1)

We first prove an auxiliary lemma.

Lemma 1. Let b ∈ l1 and
∑

n∈Z bn = 0. Then the following equation holds:

(Hb) (λ) = o (1/λ) , λ → 0 + . (1.2)

P r o o f. Assume first that the sequence b ∈ l1 is concentrated on some finite interval [−m, m],
i. e., bn = 0 for |n| > m. In this case, from the equality

(Hb)n =
∑

|k|≤m

bk
n− k

−
1

n− 1/2

∑

|k|≤m

bk =
∑

|k|≤m

k − 1/2

(n− k) (n− 1/2)
bk, |n| > m

we get that

|(Hb)n| ≤
4

n2

∑

|k|≤m

(k − 1/2) bk

for large values of n, whence the asymptotic equation (1.2) follows.
Let us now consider the general case. From the condition

∑

n∈Z bn = 0, it follows that, for
all ε > 0 there exist sequences b′ = {b′n}n∈Z ∈ l1 and b′′ = {b′′n}n∈Z ∈ l1 satisfying the condi-
tion b = b′ + b′′, where the sequence b′ ∈ l1 is concentrated on some finite interval [−m, m] and
∑

n∈Z b′n = 0, and the sequence b′′ ∈ l1 satisfies the inequality
∑

n∈Z |b′′n| < ε/(4C0), with the
constant C0 from (0.2). Since the sequence b′ ∈ l1 is concentrated on [−m, m] and

∑

n∈Z b′n = 0,
equation (1.2) is satisfied for the sequence b′ ∈ l1, and, therefore, there exists λ (ε) > 0 such that
the inequality

λ
(

Hb′
)

(λ/2) < ε/2 (1.3)

holds for 0 < λ < λ (ε), where (Hb′) (λ) =
∑

{n∈Z: |(Hb′)n|>λ} 1. On the other hand, inequality (0.2)

implies that

λ
(

Hb′′
)

(λ/2) ≤ 2C0

∑

n∈Z

∣

∣b′′n
∣

∣ < ε/2 (1.4)

for all λ > 0, where (Hb′′) (λ) =
∑

{n∈Z: |(Hb′′)n|>λ} 1. From inequalities (1.3) and (1.4) and the

inclusion

{n ∈ Z : |(Hb)n| > λ} ⊂
{

n ∈ Z :
∣

∣

(

Hb′
)

n

∣

∣ > λ/2
}

⋃

{

n ∈ Z :
∣

∣

(

Hb′′
)

n

∣

∣ > λ/2
}
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we obtain that
λ · (Hb) (λ) ≤ λ

(

Hb′
)

(λ/2) + λ
(

Hb′′
)

(λ/2) < ε

for 0 < λ < λ (ε). This shows that equality (1.2) holds for all b ∈ l1 satisfying the condition
∑

n∈Z bn = 0. This completes the proof of Lemma 1. �

P r o o f of Theorem 1. In the case
∑

n∈Z bn = 0, the statement of the theorem follows from
Lemma 1. Consider the case

∑

n∈Z bn = α 6= 0. We use the following notation: b′n = bn for n 6= 0,
b′0 = b0 − α, b′′n = 0 for n 6= 0, and b′′0 = α. Then b = b′ + b′′, where b′ = {b′n}n∈Z ∈ l1 and
b′′ = {b′′n}n∈Z ∈ l1. Since

∑

n∈Z b′n = 0, we obtain from Lemma 1 that

(Hb′)(λ) = o (1/λ) , λ → 0 + . (1.5)

Since (Hb′′t)n = α/n for n 6= 0 and (Hb′′)0 = 0, we have

(Hb′′)(λ) ∼
2 |α|

λ
, λ → 0 + . (1.6)

For all 0 < ε < 1, by the inclusions

{

n ∈ Z :
∣

∣

(

Hb′′
)

n

∣

∣ > (1 + ε)λ
}

\
{

n ∈ Z :
∣

∣

(

Hb′
)

n

∣

∣ > ελ
}

⊂

⊂ {n ∈ Z : |(Hb)n| > λ} ⊂

⊂
{

n ∈ Z :
∣

∣

(

Hb′
)

n

∣

∣ > ελ
}

⋃

{

n ∈ Z :
∣

∣

(

Hb′′
)

n

∣

∣ > (1− ε)λ
}

and relations (1.5) and (1.6), we have

2 |α|

1 + ε
≤ lim inf

λ→0+
λ · (Hb) (λ) ≤ lim sup

λ→0+
λ · (Hb) (λ) ≤

2 |α|

1− ε
.

This implies equation (1.1) and completes the proof of Theorem 1. �

2. A necessary condition and a sufficient condition

for the summability of the discrete Hilbert transform

Theorem 2. Let b ∈ l1. If Hb ∈ l1, then it is necessary that the following equation holds:

∑

n∈Z

bn = 0. (2.1)

P r o o f. We first we prove that, if h = {hn}n∈Z ∈ l1, then the distribution function
h (λ) =

∑

{n∈Z: |hn|>λ} 1 of the sequence h satisfies the condition

h (λ) = o (1/λ) , λ → 0 + . (2.2)

Note that the condition h = {hn}n∈Z ∈ l1 implies that the set of {n ∈ Z : |hn| > λ} is finite
for all λ > 0. Then, the inequality

∑

n∈Z

|hn| =
∑

{n∈Z: |hn|>1}

|hn|+

∞
∑

k=0

[

∑

{n∈Z: |hn|∈(2−k−1; 2−k]}

|hn|
]

≥
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≥
∑

{n∈Z: |hn|>1}

1 +

∞
∑

k=0

[

∑

{n∈Z: |hn|∈(2−k−1; 2−k]}

2−k−1
]

=

= h (1) +

∞
∑

k=0

[

2−k−1 ·
(

h
(

2−k−1
)

− h
(

2−k
))]

=

∞
∑

k=0

[

2−k−1 · h
(

2−k
)]

implies that

lim
k→∞

2−k · h
(

2−k
)

= 0.

Hence, taking into account that the function h(λ) is decreasing, we obtain (2.2).
It follows from (2.1) that, if Hb ∈ l1, then

(Hb) (λ) = o (1/λ) , λ → 0+,

and, therefore, by Theorem 1, we obtain that the equation (2.2) holds. The proof of Theorem 2 is
complete. �

Theorem 3. If asequence b ∈ l1 satisfies the conditions

(i)
∑

n∈Z
bn = 0;

(ii)
∑

m∈Z

|bm| ln (e+ |m|) < ∞, then Hb ∈ l1 and the following inequality holds:

‖Hb‖l1 ≤ 6
∑

m∈Z

|bm| ln (e+ |m|) . (2.3)

P r o o f. It follows from the definition of the discrete Hilbert transform that

|(Hb)0| =
∣

∣

∣

∑

m6=0

bm
m

∣

∣

∣
≤ ‖b‖l1 . (2.4)

From condition (i) for n 6= 0, we obtain that

|(Hb)n| =
∣

∣

∣

∑

m6=n

bm
n−m

∣

∣

∣
=

∣

∣

∣

∑

m6=n

bm
n−m

−
∑

m6=n

bm
n

−
bn
n

∣

∣

∣
≤

∣

∣

∣

∣

bn
n

∣

∣

∣

∣

+
∑

m6=n

|m| |bm|

|n| |n−m|
. (2.5)

It follows from inequalities (2.4) and (2.5) that

‖Hb‖l1 =
∑

n∈Z

|(Hb)n| ≤ 2 ‖b‖l1 +
∑

n 6=0

[

∑

m6=n

|m| |bm|

|n| |n−m|

]

=

= 2 ‖b‖l1 +
∑

n>0

[

∑

m>n

|m| |bm|

|n| |n−m|

]

+
∑

n>0

[

∑

m<n

|m| |bm|

|n| |n−m|

]

+

+
∑

n<0

[

∑

m>n

|m| |bm|

|n| |n−m|

]

+
∑

n<0

[

∑

m<n

|m| |bm|

|n| |n−m|

]

=

= 2 ‖b‖l1 + J1 + J2 + J3 + J4. (2.6)

Let us estimate the summands Jk, k = 1, 2, 3, 4. From condition (ii) and f equalities of the form

∑

n<0

( 1

n−m
−

1

n

)

=
( 1

−1−m
+ 1

)

+
( 1

−2−m
+

1

2

)

+ ...+
( 1

−m−m
+

1

m

)

+
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+
( 1

−m− 1−m
+

1

m+ 1

)

+
( 1

−m− 2−m
+

1

m+ 2

)

+ ... = 1 +
1

2
+ ...+

1

m
,

for m > 0, and

∑

n>0

( 1

n
−

1

n−m

)

=
(

1−
1

1 + |m|

)

+
(1

2
−

1

2 + |m|

)

+ ...+
( 1

|m|
−

1

|m|+ |m|

)

+

+
( 1

|m|+ 1
−

1

|m|+ 1 + |m|

)

+
( 1

|m|+ 2
−

1

|m|+ 2 + |m|

)

+ ... = 1 +
1

2
+ ...+

1

|m|
,

for m < 0, we obtain that

J1 =
∑

n>0

[

∑

m>n

|m| |bm|

|n| |n−m|

]

=
∑

m>1

[

∑

0<n<m

m |bm|

n (m− n)

]

=

=
∑

m>1

|bm| ·
[

∑

0<n<m

( 1

m− n
+

1

n

)]

= 2
∑

m>1

|bm| ·
[

1 +
1

2
+ ...+

1

m− 1

]

≤
∑

m>1

|bm| · lnm,

J2 =
∑

n<0

[

∑

m>n

|m| |bm|

|n| |n−m|

]

=
∑

m>0

[

∑

n<0

m |bm|

n (n−m)

]

+
∑

m<0

[

∑

n<m

m |bm|

n (m− n)

]

=

=
∑

m>0

|bm| ·
[

∑

n<0

( 1

n−m
−

1

n

)]

+
∑

m<0

|bm| ·
[

∑

n<m

( 1

m− n
+

1

n

)]

=

=
∑

m>0

|bm| ·
[

1 +
1

2
+ ...+

1

m

]

+
∑

m<0

|bm| ·
[

1 +
1

2
+ ...+

1

|m|

]

≤
∑

m∈Z

|bm| · ln (1 + |m|) ,

J3 =
∑

n>0

[

∑

m<n

|m| |bm|

|n| |n−m|

]

=
∑

m<0

[

∑

n>0

m |bm|

n (m− n)

]

+
∑

m>0

[

∑

n>m

m |bm|

n (n−m)

]

=

=
∑

m<0

|bm| ·
[

∑

n>0

(

1

n
−

1

n−m

)

]

+
∑

m>0

|bm| ·
[

∑

n>m

(

1

n−m
−

1

n

)

]

=

=
∑

m<0

|bm| ·
[

1 +
1

2
+ ...+

1

|m|

]

+
∑

m>0

|bm| ·
[

1 +
1

2
+ ...+

1

m

]

≤
∑

m∈Z

|bm| · ln (1 + |m|) ,

J4 =
∑

n<0

[

∑

m<n

|m| |bm|

|n| |n−m|

]

=
∑

m<−1

[

∑

m<n<0

m |bm|

n (n−m)

]

=

=
∑

m<−1

|bm| ·
[

∑

m<n<0

( 1

n−m
−

1

n

)]

=

= 2
∑

m<−1

|bm| ·
[

1 +
1

2
+ ...+

1

|m| − 1

]

≤ 2
∑

m<−1

|bm| · ln |m| .

From this and (2.6), we obtain (2.3). The proof of Theorem 3 is complete. �

Theorem 4. The following equation holds under the conditions of Theorem 3:

∑

n∈Z

(Hb)n = 0. (2.7)
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P r o o f. By the conditions of Theorem 3,

(Hb)0 = −
∑

m6=0

bm
m

and

(Hb)n =
∑

m6=n

bm
n−m

=
∑

m6=n

bm
n−m

−
∑

m6=n

bm
n

−
bn
n

=
∑

m6=n

mbm
n (n−m)

−
bn
n

for n 6= 0. Therefore, we have

∑

n∈Z

(Hb)n = −
∑

m6=0

bm
m

+
∑

n 6=0

[

∑

m6=n

mbm
n (n−m)

−
bn
n

]

= −2
∑

m6=0

bm
m

+
∑

n 6=0

[

∑

m6=n

mbm
n (n−m)

]

=

= −2
∑

m6=0

bm
m

+
∑

n>0

[

∑

m>n

mbm
n (n−m)

]

+
∑

n>0

[

∑

m<n

mbm
n (n−m)

]

+

+
∑

n<0

[

∑

m>n

mbm
n (n−m)

]

+
∑

n<0

[

∑

m<n

mbm
n (n−m)

]

= −2
∑

m6=0

bm
m

+ j1 + j2 + j3 + j4. (2.8)

It follows from condition (ii) that

j1 =
∑

n>0

[

∑

m>n

mbm
n (n−m)

]

=
∑

m>1

[

∑

0<n<m

mbm
n (n−m)

]

=

=
∑

m>1

bm ·
[

∑

0<n<m

( 1

n−m
−

1

n

)]

= −2
∑

m>1

bm ·
[

1 +
1

2
+ ...+

1

m− 1

]

,

j2 =
∑

n<0

[

∑

m>n

mbm
n (n−m)

]

=
∑

m>0

[

∑

n<0

mbm
n (n−m)

]

+
∑

m<0

[

∑

n<m

mbm
n (n−m)

]

=

=
∑

m>0

bm ·
[

∑

n<0

( 1

n−m
−

1

n

)]

+
∑

m<0

bm ·
[

∑

n<m

( 1

n−m
−

1

n

)]

=

=
∑

m>0

bm ·
[

1 +
1

2
+ ...+

1

m

]

−
∑

m<0

bm ·
[

1 +
1

2
+ ...+

1

|m|

]

,

j3 =
∑

n>0

[

∑

m<n

mbm
n (n−m)

]

=
∑

m<0

[

∑

n>0

mbm
n (n−m)

]

+
∑

m>0

[

∑

n>m

mbm
n (n−m)

]

=

=
∑

m<0

bm ·
[

∑

n>0

( 1

n−m
−

1

n

)]

+
∑

m>0

bm ·
[

∑

n>m

(

1

n−m
−

1

n

)

]

=

= −
∑

m<0

bm ·
[

1 +
1

2
+ ...+

1

|m|

]

+
∑

m>0

bm ·
[

1 +
1

2
+ ...+

1

m

]

,

j4 =
∑

n<0

[

∑

m<n

mbm
n (n−m)

]

=
∑

m<−1

[

∑

m<n<0

mbm
n (n−m)

]

=

=
∑

m<−1

bm ·
[

∑

m<n<0

( 1

n−m
−

1

n

)]

= 2
∑

m<−1

bm ·
[

1 +
1

2
+ ...+

1

|m| − 1

]

.

From this and (2.8), we obtain (2.7). The proof of Theorem 4 is complete.
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Abstract: In the space L(Sm−1) of functions integrable on the unit sphere Sm−1 of the Euclidean space Rm

of dimension m ≥ 3, we discuss the problem of one-sided approximation to the characteristic function of a
spherical layer G(J) = {x = (x1, x2, . . . , xm) ∈ Sm−1 : xm ∈ J}, where J is one of the intervals (a, 1], (a, b),
and [−1, b), −1 < a < b < 1, by the set of algebraic polynomials of given degree n in m variables. This
problem reduces to the one-dimensional problem of one-sided approximation in the space Lφ(−1, 1) with the
ultraspherical weight φ(t) = (1−t2)α, α = (m−3)/2, to the characteristic function of the interval J . This result
gives a solution of the problem of one-sided approximation to the characteristic function of a spherical layer in all
cases when a solution of the corresponding one-dimensional problem known. In the present paper, we use results
by A.G. Babenko, M.V. Deikalova, and Sz.G. Revesz (2015) and M.V. Deikalova and A.Yu. Torgashova (2018)
on the one-sided approximation to the characteristic functions of intervals.

Keywords: One-sided approximation, characteristic function, spherical layer, spherical cap, algebraic poly-
nomials.

Introduction

Let Rm, m ≥ 2, be the Euclidean space with the inner product

xy =

m∑

i=1

xkyk, x = (x1, x2, . . . , xm), y = (y1, y2, . . . , ym),

and the norm ‖x‖ =
√
xx. For r > 0, we consider in the space Rm the sphere Sm−1(r) = {x ∈ R

m :
‖x‖ = r} of radius r centered at the origin; we denote by S

m−1 the unit sphere (r = 1). For
−1 ≤ a < b ≤ 1, we define the intervals

J =





(a, b), −1 < a < b < 1;

(a, 1], −1 < a < b = 1;

[−1, b), a = −1 < b < 1.

(0.1)

By means of these intervals, we define the spherical layers

G(J) = {x = (x1, x2, . . . , xm) ∈ S
m−1 : xm ∈ J} (0.2)

centered at the “north pole” em = (0, 0, . . . , 0, 1) of the sphere. In the case b = 1 and −1 < a < 1,
the layer

C(a) = G(a, 1] = {x = (x1, x2, . . . , xm) ∈ S
m−1 : xm ∈ (a, 1]}

1This work was supported by the Russian Foundation for Basic Research (project no. 18-01-00336) and
by the Russian Academic Excellence Project (agreement no. 02.A03.21.0006 of August 27, 2013, between
the Ministry of Education and Science of the Russian Federation and Ural Federal University).

https://doi.org/10.15826/umj.2018.2.003
mailto:marina.deikalova@urfu.ru
mailto:anastasiya.torgashova@mail.ru
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is the spherical cap.
Let H be one of the following manifolds: either an interval from the real line or a sphere Sk−1(r)

of radius r > 0 in the space R
k, 2 ≤ k ≤ m, in particular, the unit sphere S

m−1 = S
m−1(1). On

each of these sets, we consider the classical Lebesgue measure (of corresponding dimension). For
a measurable subset E ⊂ H, denote by |E| the (corresponding) measure of the set E. Let L(E)
be the space of functions measurable and integrable on E. For a function f ∈ L(E), its Lebesgue
integral on the set E is written as

∫
E f(x)dx. We assume that the space L(E) is equipped with the

norm ‖f‖ = ‖f‖L(E) =
∫
E |f(x)|dx.

Denote by Pn,m the set of algebraic polynomials

Pn(x) =
∑

|α| = α1 + · · ·+ αm ≤ n,
α = (α1, . . . , αm) ∈ Zm

+

cαx
α,

xα = xα1

1 xα2

2 · · · xαm
m , x = (x1, x2, . . . , xm) ∈ R

m,

of degree (at most) n in m variables with real coefficients cα.
In what follows, for a couple of measurable functions f and g on the sphere S

m−1, the in-
equality f ≤ g means that f(x) ≤ g(x) for almost all x ∈ S

m−1. Given a function f defined and
measurable on the sphere S

m−1, we consider the sets

P
−
n,m(f) = {Pn ∈ Pn,m : Pn ≤ f}, P

+
n,m(f) = {Pn ∈ Pn,m : Pn ≥ f} (0.3)

of polynomials from Pn,m whose graphs “lie” under and over the graph of the function f , respec-
tively. In order to the sets (0.3) were not empty, we assume that f is lower bounded in the former
case and upper bounded in the latter case. Consider the values of the best one-sided approximation
in the space L(Sm−1) to the function f from below and from above by the set Pn,m:

e∓n,m(f) = inf{‖f − Pn‖L(Sm−1) : Pn ∈ P
∓
n,m(f)}. (0.4)

Polynomials implementing the infimums in these relations are called polynomials of the best (inte-
gral) approximation to the function f from below and from above, respectively, or simply extremal

polynomials. The space Pn,m is finite-dimensional; therefore, as easily understood, extremal
polynomials in (0.4) exist; i. e., we can replace inf by min in (0.4) (as well as in similar prob-
lems in what follows).

The main aim of the present paper is to study the best one-sided approximation from below in
the space L(Sm−1) to the characteristic function

1G(J)(x) =

{
1, x ∈ G(J),
0, x 6∈ G(J),

(0.5)

of a spherical layer (0.2) by the subspace of polynomials Pn,m; more exactly, to study the value

e−n,m(1G(J)) = inf{‖1G(J) − Pn‖L(Sm−1) : Pn ∈ P
−
n,m(1G(J))}; (0.6)

here, in accordance with the introduced notation,

P
−
n,m(1G(J)) = {Pn ∈ Pn,m : Pn ≤ 1G(J)}.

The fact that function (0.5) is zonal plays an important role in what follows. In this paper, a
function f(x), x = (x1, x2, . . . , xm), defined on the sphere S

m−1 is called zonal if it depends only
on the coordinate xm of the point x = (x1, x2, . . . , xm) ∈ S

m−1, i. e.,

f(x1, x2, . . . , xm) = ζ(xm), x = (x1, x2, . . . , xm) ∈ S
m−1, (0.7)
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where ζ is a univariate function defined on the interval [−1, 1]. For function (0.5), the function ζ
in representation (0.7) is the characteristic function of the interval (0.1).

In the present paper, we only discuss problems of one-sided approximation from below. The
problems of approximation from above are not specially considered. However, in certain cases,
results for approximations from above can be obtained either as consequences of results on the
approximation from below or by the same scheme.

Approximation without constraints in the space L(Sm−1) to the characteristic function of a
spherical layer and a spherical cap by algebraic polynomials was studied by one of the authors [8–10].
Note also that, by now, there are many studies devoted to approximation theory, harmonic analysis,
and extremal problems on Euclidean sphere; see, for example, monographs [7, 13] and the references
therein.

1. Reduction to a one-dimensional problem

In this section, we show that, by means of averaging, problems (0.4) of one-sided approximation
to a zonal function in the space L(Sm−1) on the sphere reduce to problems of one-sided approxi-
mation to the corresponding univariate function in the space Lφ(−1, 1) of functions integrable on
the interval (−1, 1) with the ultraspherical weight

φ(t) = (1− t2)α, α =
m− 3

2
, (1.1)

which is equipped with the norm

‖g‖Lφ(−1,1) =

∫ 1

−1
|g(t)|φ(t) dt.

To prove this fact, we apply an averaging operator Υ, which, to a function f ∈ L(Sm−1), set in
correspondence a function of one variable t ∈ (−1, 1) by the formula

(Υf)(t) =
1

|Sm−2|

∫

Sm−2

f
(√

1− t2 x̃, t
)
dx̃. (1.2)

The following lemma implies that this is a bounded linear operator from the space L(Sm−1) to
the space Lφ(−1, 1). This lemma is a variant of Fubini’s theorem (see, for example, [12, Ch. III,
Sect. 11]); a detailed proof of this statement with the passage to polar coordinates on the sphere
can be found, for example, in [8].

Lemma 1. The following statements hold for a function f integrable on the sphere S
m−1

for m ≥ 3.

(1) For almost all t ∈ (−1, 1), the function f
(√

1− t2 x̃, t
)
of variable x̃ ∈ S

m−2 is integrable

on S
m−2.

(2) The function

g(t) =
1

|Sm−2|

∫

Sm−2

f
(√

1− t2 x̃, t
)
dx̃ (1.3)

of variable t ∈ (−1, 1) is integrable with ultraspherical weight (1.1) on the interval (−1, 1); i. e.,
g ∈ Lφ(−1, 1).

(3) The following formula holds:

∫

Sm−1

f(x)dx = |Sm−2|
∫ 1

−1
g(t)(1 − t2)(m−3)/2 dt. (1.4)
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According to Lemma 1, the averaging operator Υ is well defined by formula (1.2) on the whole
space L(Sm−1) and is a linear operator from L(Sm−1) to Lφ(−1, 1). The following estimate holds
for f ∈ L(Sm−1) for almost all points t ∈ (−1, 1):

|g(t)| = |(Υf)(t)| ≤ g̃(t) =
1

|Sm−2|

∫

Sm−2

∣∣∣f
(√

1− t2 x̃, t
)∣∣∣ dx̃ = (Υ|f |)(t).

Hence, using formula (1.4) for the function |f |, we obtain the inequality

|Sm−2| ‖g‖Lφ(−1,1) = |Sm−2|
∫ 1

−1
|g(t)| (1 − t2)(m−3)/2 dt ≤ ‖f‖L(Sm−1). (1.5)

The latter inequality turns into an equality at least in the following two cases: (1) the function f
is nonnegative; (2) the function f is zonal, more exactly, depends only on the variable xm. Indeed,
if f is nonnegative, then the unique inequality in the chain of relations given above turns into
an equality. In the case when the function f is zonal, we have Υf = f , i. e., f(x) = g(xm) and,
obviously, inequality (1.5) turns into an equality.

Thus, the averaging operator (1.2) is a bounded linear operator from L(Sm−1) to Lφ(−1, 1) and
the equality |Sm−2| ‖Υ‖ = 1 holds for its norm ‖Υ‖.

Note also that, if the function f is continuous on the sphere Sm−1, then the function g = Υf is
continuous on the interval I = [−1, 1] and g(1) = f(em), em = (0, 0, . . . , 0, 1).

The following lemma describes the structure of function (1.3) in the case when f is a polynomial.
The proof of the lemma can also be found in [8].

Lemma 2. For n ≥ 1 and m ≥ 3, for any polynomial Pn ∈ Pn,m, the function

gn(t) = (ΥPn)(t) =
1

|Sm−2|

∫

Sm−2

Pn

(√
1− t2 x̃, t

)
dx̃ (1.6)

is a polynomial in (one) variable t = xm of degree at most n.

Thus, we have the embedding ΥPn,m ⊂ Pn, where Pn = Pn,1 is the set of polynomials in
one variable of degree at most n. In fact, we have the equality

ΥPn,m = Pn. (1.7)

Indeed, a polynomial pn ∈ Pn can be regarded as a polynomial in m variables; more exactly, with
the polynomial pn, we associate the polynomial Pn(x1, x2, . . . , xm) = pn(xm) in m variables. In this
case, the right-hand side of (1.6) is the polynomial pn; thus, ΥPn = pn. Relation (1.7) is verified.

Lemma 3. Let m ≥ 3. If a function f is defined, integrable, and lower bounded on the

sphere S
m−1, then the embedding Υ(P−

n,m(f)) ⊂ P−
n (Υf) holds. If, in addition, the function

f is zonal, then the following equality holds:

Υ(P−
n,m(f)) = P

−
n (Υf).

P r o o f. For the beginning, let f be an arbitrary integrable and lower bounded (not necessarily
zonal) function on the sphere, and let Pn ∈ P−

n,m(f). Recall that the property Pn ∈ P−
n,m(f) means

that the set Ω = Ω(f, Pn) of points x ∈ S
m−1 at which the inequality Pn(x) ≤ f(x) holds is of full

measure (i. e., the difference S
m−1 \ Ω is a null-measure set) in S

m−1.
We have to compare the averaging of the polynomial Pn

(ΥPn)(t) =
1

|Sm−2|

∫

Sm−2

Pn

(√
1− t2 x̃, t

)
dx̃ (1.8)
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and the averaging of the function f

(Υf)(t) =
1

|Sm−2|

∫

Sm−2

f
(√

1− t2 x̃, t
)
dx̃ (1.9)

for (almost all) t ∈ (−1, 1).
Since a polynomial Pn is a continuous function, averaging (1.8) exists for all points t ∈ [−1, 1];

moreover, according to Lemma 2, (ΥPn)(t) is a polynomial in one variable. Averaging (1.9) exists,
in general, not for all t ∈ (−1, 1). According to Lemma 1, integrals (1.9) exist for almost all
t ∈ (−1, 1), i. e., everywhere on (−1, 1) except for a null-measure set I ′0 ⊂ (−1, 1).

Let us study the set of pairs (x̃, t) of points at which the following inequality holds:

Pn

(√
1− t2 x̃, t

)
≤ f

(√
1− t2 x̃, t

)
.

Let us ascertain that this inequality holds for almost all t ∈ (−1, 1) (i. e., everywhere on (−1, 1)
except for a null-measure set I ′′0 ) for almost all x̃ ∈ S

m−2 (i. e., everywhere on S
m−2 except for a

null-measure set S0(t)). In other words, the set

ω(t) =
{
x̃ ∈ S

m−2 :
(√

1− t2 x̃, t
)
∈ Ω

}
(1.10)

is of full measure in S
m−2 for almost all t ∈ (−1, 1). This fact can be proved, for example, on the

following way.
Let us apply Lemma 1 to the characteristic function 1Ω of the set Ω. By the first statement

of the lemma, the set ω(t) is measurable on S
m−2 for almost all t ∈ (−1, 1) (i. e., everywhere on

(−1, 1) except for a null-measure set I ′′0 ). Formula (1.4) for the function 1Ω takes the form

|Sm−1| =
∫ 1

−1
|ω(t)|m−2(1− t2)(m−3)/2 dt. (1.11)

For the measure of set (1.10), we have the estimate

|ω(t)|m−2 ≤ |Sm−2|. (1.12)

Therefore, (1.11) implies that

|Sm−1| =
∫ 1

−1
|ω(t)|m−2(1− t2)(m−3)/2 dt ≤ |Sm−2|

∫ 1

−1
(1− t2)(m−3)/2 dt.

The latter value is |Sm−1|. Hence, inequality (1.12) turns into an equality on the set (−1, 1) \ I ′′0 .
Thus, set (1.10) is measurable for almost all t ∈ (−1, 1) and

|ω(t)|m−2 = |Sm−2|. (1.13)

The set I0 = I ′0
⋃

I ′′0 ⊂ (−1, 1) is a null-measure set; (1.9) holds for points t 6∈ I0, the set (1.10)
is measurable, and (1.13) hods. For points t ∈ (−1, 1)\I0, the inequality (ΥPn)(t) ≤ (Υf)(t) holds.

Consequently, the embedding Υ(P−
n,m(f)) ⊂ P−

n (Υf) holds. Most likely, the inverse embed-
ding does not hold in the general case.

Assume that a function f is zonal and, moreover, can be represented in the form (0.7).
A polynomial pn ∈ P−

n (g) regarded as a zonal polynomial, obviously, belongs to the set P−
n,m(f)

and Υpn = pn. Therefore, in this case, the inverse embedding P−
n (g) ⊂ Υ(P−

n,m(f)) hods.
Lemma 3 is proved. �

For a function g ∈ Lφ(−1, 1) lower bounded on (−1, 1), consider the value

E−
n,φ(g) = inf{‖g − p‖Lφ(−1,1) : p ∈ P

−
n (f)} (1.14)

of its best approximation from below in the space Lφ(−1, 1) by the set Pn.
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Theorem 1. Let m ≥ 3 and n ≥ 0. For an arbitrary function f ∈ L(Sm−1) lower bounded

on S
m−1, the following inequality holds:

e−n,m(f) ≥ |Sm−2|E−
n,φ(Υf). (1.15)

For a zonal function f ∈ L(Sm−1), the following equality holds:

e−n,m(f) = |Sm−2|E−
n,φ(Υf) (1.16)

and, if a polynomial p∗n in one variable is extremal in problem (1.14) for the function g = Υf , (i. e.,
the infimum in (1.14) is attained at this polynomial), then the zonal polynomial P ∗

n(x) = p∗n(xm),
x = (x1, x2, . . . , xm) ∈ R

m, is extremal in problem (0.6).

P r o o f. Let Pn ∈ P−
n,m(f), and let gn be the function (of one variable) constructed by

formula (1.3):

gn(t) =
1

|Sm−2|

∫

Sm−2

Pn

(√
1− t2 x̃, t

)
dx̃.

As shown above, gn ∈ P−
n (g), where g = Υf . We have

g(t)− gn(t) =
1

|Sm−2|

∫

Sm−2

(
g(t) − Pn

(√
1− t2 x̃, t

))
dx̃.

Hence,

|Sm−2| × ‖g − gn‖Lφ(−1,1) = ‖f − Pn‖L(Sm−1).

Indeed, the following chain of relations holds:

‖g − gn‖Lφ(−1,1) =

∫ 1

−1
|g(t)− gn(t)|(1− t2)(m−3)/2 dt =

=

∫ 1

−1
(g(t) − gn(t))(1 − t2)(m−3)/2 dt =

=

∫ 1

−1
(1− t2)(m−3)/2 1

|Sm−2|

∫

Sm−2

(
f
(√

1− t2 x̃, t
)
− Pn

(√
1− t2 x̃, t

))
dx̃ dt =

=
1

|Sm−2|

∫

Sm−1

(f(x)− Pn(x)) dx =
1

|Sm−2|

∫

Sm−1

|f(x)− Pn(x)| dx =

=
1

|Sm−2|‖f − Pn‖L(Sm−1).

This, by Lemma 3, implies relations (1.15) and (1.16). Due to equality (1.16), at the polynomial
P ∗
n(x) = p∗n(xm), x = (x1, x2, . . . , xm) ∈ R

m, the infimum in (0.6) is attained; thus, this polynomial
is extremal. Theorem 1 is proved. �

Function (0.5) is zonal; more exactly,

1G(J)(x) = 1J(xm), x = (x1, x2, . . . , xm) ∈ S
(m−1),

where 1J is the characteristic function of the interval (0.1):

1J(t) =

{
1, t ∈ J,

0, t ∈ [−1, 1] \ J.
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Consider the best approximation from below

E−
n,φ(1J) = inf{‖1J − pn‖Lφ(−1,1) : pn ∈ P

−
n (1J )} (1.17)

to the step function 1J in the space Lφ(−1, 1) by the set P−
n (1J) = P

−
n,1(1J) of algebraic polyno-

mials (in one variable) whose graphs lie under the graph of the function 1J . As a particular case
of Theorem 1, the following statement is valid.

Theorem 2. For any m ≥ 3 and n ≥ 0, the following formula holds for intervals (0.1):

e−n,m(1G(J)) = |Sm−2|E−
n,φ(1J)

and, if a polynomial p∗n in one variable is extremal in problem (1.17), then the zonal polynomial

P ∗
n(x) = p∗n(xm), x = (x1, x2, . . . , xm) ∈ R

m, is extremal in problem (0.6).

2. One-sided approximation to the characteristic function of an interval

Let υ be a measurable integrable nonnegative function different from zero almost everywhere
on (−1, 1); we will call such a function a weight (on (−1, 1)). Denote by Lυ(−1, 1) the space of
real-valued functions f integrable with weight υ on (−1, 1) equipped with the norm

‖f‖ = ‖f‖Lυ(−1,1) =

∫ 1

−1
|f(t)|υ(t) dt.

In this section, we give results from [1, 5, 11] on the one-sided approximation in the space
Lυ(−1, 1) to the characteristic function of an interval by algebraic polynomials. The results from
Section 1 and from this sections make it possible to find the best one-sided approximation in the
space L(Sm−1) to the characteristic function of a spherical layer (in particular, a spherical cap) by
algebraic polynomials in certain situations.

For nonnegative integer n, we denote by Pn the set of algebraic polynomials p(t) =
∑n

k=0 akt
k

in one real variable of degree at most n with real coefficients.
In contrast to Section 1, in this section, for a couple of measurable functions f and g on the

interval [−1, 1], the inequality f ≤ g means that f(t) ≤ g(t) for all t ∈ [−1, 1]. For a function f
defined, bounded, and measurable on the interval [−1, 1], we consider the sets

P
−
n (f) = {p ∈ Pn : p ≤ f}, P

+
n (f) = {p ∈ Pn : p ≥ f}

of polynomials from Pn whose graphs lie under and over over the graph of the function f , respec-
tively. The function f is assumed lower bounded in the former case and upper bounded in the
latter case. We are interested in the values

E∓
n,υ(f) = inf{‖f − p‖Lυ(−1,1) : p ∈ P

∓
n (f)} (2.1)

of the best approximation in the space Lυ(−1, 1) to the function f from below and from above by
the set Pn as well as in extremal polynomials at which the infimums in (2.1) are attained.

An important tool for studying the one-sided approximation to functions by polynomials are
quadrature formulas

∫ 1

−1
υ(t)p(t) dt =

M∑

k=1

λkp(tk), p ∈ Pn, (2.2)

exact on the set of polynomials Pn with nodes −1 ≤ t1 < t2 < · · · < tM ≤ 1 and positive
weights: λk > 0, 1 ≤ k ≤ M ; such quadrature formulas are called positive. The largest degree n of
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polynomials for which formula (2.2) holds is called the degree of precision of this formula. Depending
on a situation, some of nodes of formula (2.2) can be fixed while the remaining are assumed free;
more exactly, they are chosen so that the formula have the highest degree of precision (see, for
example, [15, Ch. 7, Sect. 1]. The following statement is due to Bojanic and DeVore [4, the proof
of Theorem 2] (see also [14, Theorem 1.7.5]).

Theorem A. Assume that quadrature formula (2.2) holds on the set Pn. Then, the following

estimates are valid for a measurable bounded function f :

E−
n,υ(f) ≥

∫ 1

−1
υ(t)f(t) dt −

M∑

k=1

λkf(tk), E+
n,υ(f) ≥

M∑

k=1

λkf(tk)−
∫ 1

−1
υ(t)f(t) dt. (2.3)

If an inequality in (2.3) turns into an equality, then quadrature formula (2.2) is said to be
extremal in the corresponding problem (2.1).

Consider the problem of one-sided approximation to the characteristic function

1J(t) =

{
1, t ∈ J,

0, t ∈ [−1, 1] \ J,

of interval (0.1) in the space Lυ(−1, 1) by algebraic polynomials of given degree n ≥ 0. The problem
consists in finding the values

E∓
n (1J) = E∓

n,υ(1J ) = inf{‖1J − pn‖Lυ(−1,1) : pn ∈ P
∓
n (1J)}. (2.4)

Problems of one-sided weighted integral approximation to the characteristic function of an
interval and to similar functions by algebraic or trigonometric polynomials arise in various areas
of mathematics and have a rich history (see [1, 2, 5, 6, 11, 14, 16, 17] and the references therein).
Let us outline only several exact results on problem (2.4) closely related to the present paper;
for a more complete presentation of the topic see [1, 11]. Problem (2.4) of one-sided integral
approximation to the characteristic function of an arbitrary half-open interval (a, 1] ⊂ (−1, 1] by
algebraic polynomials on [−1, 1] with the unit weight was solved, and the whole class of extremal
polynomials was described in [5]. This problem in the space Lυ(−1, 1) with an arbitrary weight is
solved in [1]. Let us describe the main result of [1] in the form convenient for us.

In the study of problems (2.4) of one-sided approximation to the characteristic function of an
interval by polynomials, M -point quadrature formulas are used, the set u of fixed nodes of which
either contains no fixed nodes or contains one, two, or three fixed nodes of a specific form:

∅, {−1}, {1}, {−1, 1}, (2.5)

{θ}, {−1, θ}, {θ, 1}, {−1, θ, 1}, where θ ∈ (−1, 1), (2.6)

and other M − |u| nodes are chosen so that the formula have the highest degree of precision; here,
|u| is the cardinality, i. e., the number of points of the set u. It is known (see, for example, [15, Ch. 7,
Sect. 1]) that the degree of precision of such formula is n = 2M − 1− |u|. Formulas (2.2) take the
form ∫ 1

−1
υ(t)p(t)dt =

M∑

k=1

λkp(tk), p ∈ P2M−1−|u|; (2.7)

in what follows, we sometimes will use more accurate (in comparison with (2.2)) notation for nodes
{tk = tuk = tk(u, v,M)}Mk=1 and weights (coefficients) {λk = λu

k = λk(u, v,M)}Mk=1 in formula (2.7).
In the case of the empty set u (there are no fixed nodes), formula (2.7) is the classical Gauss

quadrature formula (see [15, Ch. 7, Sect. 1])). In the cases u = {−1} and u = {1}, formula (2.7)
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is the left and right Radau quadrature formula, respectively; in the case u = {−1, 1}, (2.7) is
the Lobatto quadrature formula. It is known (see the references in [1, 3, 5]) that formula (2.7) is
positive in all these cases.

For each of the sets u of fixed nodes from (2.6), the set Θu

M of values of the parameter θ ∈ (−1, 1)
for which quadrature formula (2.7) has positive weights is described in [3, 5]. Such formulas are
called quasi Gauss, quasi (left and right) Radau, and quasi Lobatto positive quadrature formulas. In
what follows, we consider formula (2.7) with fixed nodes (2.6) only for θ ∈ Θu

M . Thus, a quadrature
formula of the form (2.7) with fixed nodes (2.5) and with fixed nodes (2.6) is positive. The degree
of precision of formula (2.7) with fixed nodes (2.5) and with fixed nodes (2.6) is N = 2M − 1− |u|.

The best approximation from below

E−
n,υ(1(a,1]) = min{‖1(a,1] − pn‖Lυ(−1,1) : pn ∈ P

−
n (1(a,1])} (2.8)

and an extremal polynomial pan = pυn,a at which the minimum in (2.8) is attained were found for
all values a ∈ (−1, 1) and n ≥ 1 in the case of the unit weight υ ≡ 1 in [5] and in the case of an
arbitrary weight υ in [1]. Results of several statements from [1, Sect. 3] containing the solution of
problem (2.8) in the form convenient for us are gathered in the following theorem.

Theorem B [1, Sect. 3]. For M ∈ N, M ≥ 3, the following statements hold.

(1) If the number a ∈ (−1, 1) coincides with one of the nodes of an M -point positive quadrature

formula (2.7) different from the maximum node, i. e., a = tuν , 1 ≤ ν ≤ M − 1, then

E−
n,υ(1(a,1]) =

∫

(a,1]
υ(t) dt −

M∑

k=ν+1

λu

k

for n = 2M − 2−|u| and n = 2M − 1−|u| in the case of fixed nodes (2.5) and for n = 2M − 1−|u|
in the case of fixed nodes (2.6). Moreover, the corresponding quadrature formula is extremal, and

the polynomial of the best approximation from below is the polynomial pan ∈ P−
n (1(a,1]) of degree

n = 2M − 2− |u| for u from (2.5) and of degree n = 2M − 1− |u| for u from (2.6) that interpolates
the function 1(a,1] at the nodes of the quadrature formula.

(2) If the maximum node tuM of formula (2.7) is less than 1, then

E−
n,υ(1(a,1]) =

∫

(a,1]
υ(t) dt

for tuM ≤ a < 1 for all 0 ≤ n ≤ 2M −1−|u|, and p∗ ≡ 0 is the polynomial of the best approximation

from below.

Remark. A statement similar to Theorem B is also valid for the problem E−
n,υ(1[−1,b)) of the

best approximation from below to the characteristic function 1[−1,b) of an interval [−1, b). In what

follows, we denote by qbn the extremal polynomial in this problem.

Theorem B and its analog for an interval [−1, b) make it possible to obtain a solution of the
problem

E−
n,υ(1(a,b)) = inf{‖1(a,b) − pn‖Lυ(−1,1) : pn ∈ P

−
n (1(a,b))}

for intervals (a, b) whose end-points are nodes of quadrature formula (2.7). The following statement
was obtained in the authors’ paper [11].

Theorem C [11, Theorem 2]. If numbers a and b, −1 < a < b < 1, are nodes of an M -point

positive quadrature formula (2.7), more exactly,

a = tuk(a), b = tuk(b), k(a) < k(b),



22 Marina Deikalova, Anastasiya Torgashova

then

E−
n,υ(1(a,b)) =

∫ b

a
υ(t) dt −

∑

k(a)<k<k(b)

λu

k

for n = 2M − 2−|u| and n = 2M − 1−|u| in the case of fixed nodes (2.5) and for n = 2M − 1−|u|
in the case of fixed nodes (2.6). Moreover, the corresponding quadrature formula is extremal, and

the polynomial of the best approximation from below is the polynomial ̺abn = pan + qbn − 1 of degree

n = 2M − 2− |u| in the case of fixed nodes (2.5) and of degree n = 2M − 1− |u| in the case of fixed

nodes (2.6).

3. One-sided approximation to the characteristic function

of a spherical cap and a spherical layer

Theorem 2 and the results of [1, 11] presented in Section 2 give a solution of problem (0.6) of
the best approximation from below in the space L(Sm−1) to the characteristic function 1G(J) of
spherical layer (0.2) by the set Pn,m of algebraic polynomials of degree n in m variables for m ≥ 3
in the following cases.

(1) Approximation from below in L(Sm−1) to the characteristic function 1C(a) of a spherical cap

C(a) = G(a, 1] for a ∈ (−1, 1) which is a node of quadrature formula (2.7). A solution is
provided by Theorem 2 and the one-dimensional results from [1] given in Theorem B for the
ultraspherical weight

υ(t) = φ(t) = (1− t2)α, α = (m− 3)/2. (3.1)

(2) Approximation from below in L(Sm−1) to the characteristic function 1G(a,b) of a spherical

layer G(a, b), where −1 < a < b < 1 are nodes of positive quadrature formula (2.7). To
obtain a solution of this problem, we apply the results of [11] described in Theorem C for
the ultraspherical weight (3.1) and Theorem 2.

4. Conclusion

Theorem 2 gives a solution of problem (0.6) in all cases when a solution of the corresponding one-
dimensional problem is known. For example, Theorem 5 from [11] for the weight υ chosen from the
condition υ(t2)|t| = φ(t), t ∈ (−1, 1), i. e., for the Jacobi weight υ(t) = t−1/2(1−t)(m−3)/2, t ∈ (0, 1),
together with Theorem 2 give the best approximation from below in L(Sm−1) to the characteristic
function 1G(−h,h) of a spherical layer G(−h, h) symmetric with respect to “equator” xm = 0 of the
sphere for h ∈ (0, 1).

The results of Section 1, including Theorem 2, can be naturally transferred to the problem of
one-sided approximation in the space L(Sm−1) from above. These results and the corresponding
one-dimensional results on the approximation from above to the characteristic functions of intervals
from [1, 11], make it possible to obtain a write solution of the problem e+n,m(1G(J)) on the best
approximation from above in the space L(Sm−1) to the characteristic function 1G(J) of spherical
layer (0.2) by the set Pn,m of algebraic polynomials of degree n in m variables, at least, in the two
cases described in Section 3.
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Abstract: In this paper, we obtain order equalities for the kth order Lq(T )-moduli of smoothness ωk(f ; δ)q
in terms of expressions that contain the lth order Lp(T )-moduli of smoothness ωl(f ; δ)p on the class of periodic
functions f ∈ Lp(T ) with monotonically decreasing Fourier coefficients, where 1 < p < q < ∞, k, l ∈ N, and
T = (−π, π].

Keywords: Inequalities of different metrics for moduli of smoothness, Order equality, Trigonometric Fourier
series with monotone coefficients.

Let Lp(T), 1 ≤ p < ∞, be the space of all measurable 2π-periodic functions with finite Lp(T)-
norm

‖f‖p =
(

π−1

∫

T

|f(x)|p dx
)1/p

,

where T = (−π, π]; let En(f)p be the best approximation of a function f in the metric Lp(T)
by trigonometric polynomials of order at most n, n ∈ Z+; and let ωl(f ; δ)p, where l ∈ N and
δ ∈ [0,+∞), be the lth order modulus of smoothness of a function f ∈ Lp(T):

ωl(f ; δ)p = sup
{

‖∆l
hf(·)‖p : h ∈ R, |h| ≤ δ

}

,

where

∆l
hf(x) =

l
∑

ν=0

(−1)l−ν

(

l

ν

)

f(x+ νh),

(

l

ν

)

=
l!

ν!(l − ν)!
, ν = 0, l.

The following statement contains known upper estimates for ωk(f ; δ)q in terms of ωl(f ; δ)p,
where f ∈ Lp(T), p < q, and l, k ∈ N (see, for example, [3, Theorem 1]; the background and the
corresponding references can also be found in [3]).

Theorem A. Let 1 ≤ p < q <∞, f ∈ Lp(T), σ = 1/p − 1/q, l, k ∈ N, and let

Ωl(f ; p;σ; q) ≡

( ∞
∑

ν=1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

<∞. (1)

Then f ∈ Lq(T) and the following estimates hold :

‖f‖q ≤ C1(l, p, q)
{

‖f‖1 +Ωl(f ; p;σ; q)
}

; (2)

ωk

(

f ;
π

n

)

q
≤ C2(k, l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N, l ≤ k ; (3)
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ωk

(

f ;
π

n

)

q
≤ C3(k, l, p, q)

{( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

+

+ n−k

( n
∑

ν=1

νq(k+σ)−1ωq
l

(

f ;
π

ν

)

p

)1/q}

, n ∈ N, l > k.

(4)

Hereinafter, Cj(k, l, p, q, . . .), where j ∈ N, stand for positive values depending only on the
parameters given in parentheses.

Remark 1. In addition to the background outlined in [3], certain facts the author has learned
after the publication of [3] should be mentioned, which partly provide more detailed information
about the situation in the matter under consideration.

1) The first part of Theorem A: Ωl(f ; p;σ; q) <∞ ⇒ f ∈ Lq(T) and estimate (2) for l = 1 were
established by Ul’yanov [11, §3, Theorem 1, statement c, inequalities (3.6)].

2) The problem of establishing estimates of type (2) by methods different from those applied
in [11] was also considered by Timan [9; 10, Theorem A]. In [10, first indention after the statement
of Theorem A], it was noted that the first part of Theorem A above with estimate (2) (under the

assumption that

∫

T

f(x) dx = 0, which ensures the absence of the term ‖f‖1 on the right-hand

side of (2); see [10, inequality (1.12)]) for 1 < p < q ≤ 2 was obtained in [8]. Actually, [8] (see
[8, Theorem 8]) does not contain estimate (2); instead, there were announced an assertion that
leads to the implication Ωl(f ; p;σ; θ) <∞ ⇒ f ∈ Lq(T), where θ = min{2, p} = p < q.

3) Estimate (2) in various forms has also been obtained earlier by other authors (see, for
example, [7, Introduction] and the references therein).

4) Estimate (3) for l = k = 1 was proved by Ul’yanov [12, §4, Theorem 4, inequality (4.4)] (its
formulation was given earlier in [11, §3, second inequality in (3.6′)], and the validity of this estimate
for l = k > 1 was also mentioned there).

5) Estimate (3) follows immediately from inequality (2) (see, for example, [7, Sect. 4], where
this fact was noted for the case l = k = 1). In the general case l ≤ k, it is sufficient to apply (2) to
the function ∆k

hf(x), where h ∈ R, |h| ≤ π/n, and take into account the estimates ωl(∆
k
hf ;π/ν)p ≤

2kωl(f ;π/n)p for ν ≤ n and ωl(∆
k
hf ;π/ν)p ≤ 2kωl(f ;π/ν)p for ν ≥ n+ 1.

6) In [8, Theorem 8, inequality (40)], it was announced an inequality from which estimate (4)
(with an additional term of order O(n−k) on the right-hand side) can be obtained with θ =
min{2, p} < q instead of q on the right-hand side of this estimate.

Estimate (3) can be strengthened in the case p > 1; more exactly, the following theorem holds.

Theorem B. Suppose that 1 < p < q < ∞, f ∈ Lp(T), σ = 1/p − 1/q, l, k ∈ N, l ≤ k, and

condition (1) holds. Then, the following estimate is valid :

nσ−l

( n
∑

ν=1

νp(l−σ)−1ωp
k

(

f ;
π

ν

)

q

)1/p

≤ C4(k, l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

. (5)

Estimate (5) was first obtained by Kolyada [7, Sect. 3, Theorem 2, inequality (3.8)] for the
case l = k = 1; its validity for l = k > 1 was noted by Goldman [2, Sect. 4, proof of Lemma 6,
inequality (11)]. Estimate (5) for k > l follows from the well-known order equality

n
∑

ν=1

ναβ−1ωα
k (f ;π/ν)q ≍

n
∑

ν=1

ναβ−1ωα
l

(

f ;
π

ν

)

q
, n ∈ N ∪ {+∞},

where 1 ≤ α <∞ and 0 < β < min{k, l}.
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Recall that an order equality ϕn ≍ ψn means that there exist numbers 0 < C5 ≤ C6 depending
only on the parameters given (in this case, on k, l, β, and α) such that C5ψn ≤ ϕn ≤ C6ψn.

For given p ∈ [1,∞), denote by Mp(T) the class of all functions f ∈ Lp(T) whose Fourier
coefficients satisfy the conditions a0(f) = 0 and an(f) ↓ 0 and bn(f) ↓ 0 as n ↑ ∞. It is known (see,
for example, [1, Ch. 1, Sect. 30]) that Fourier series of such functions converge everywhere expect
maybe a countable set of points x ≡ 0 (mod 2π); i. e., we have

f(x) =

∞
∑

n=1

(an(f) cosnx+ bn(f) sinnx)

almost everywhere in R.
In the present paper, which is a continuation of the author’s research [5, 6], we consider the

problem of optimality of inequalities (3), (4), and (5) in terms of order equalities on the whole
class Mp(T ) for 1 < p < q <∞.

Theorem 1. Let 1 < p < q < ∞, σ = 1/p − 1/q, and l, k ∈ N. A function f ∈ Mp(T) belongs

to Lq(T) if and only if the condition Ωl(f ; p;σ; q) <∞ holds. Moreover, the following order equalities

hold :

‖f‖q ≍ Ωl(f ; p;σ; q) ≡

( ∞
∑

ν=1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

; (6)

ωk

(

f ;
π

n

)

q
+ nσωl

(

f ;
π

n

)

p
≍

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N, l ≤ k; (7)

ωk

(

f ;
π

n

)

q
≍

{( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

+

+n−k

( n
∑

ν=1

νq(k+σ)−1ωq
l

(

f ;
π

ν

)

p

)1/q}

, n ∈ N, l > k;

(8)

n−(l−σ)

( n
∑

ν=1

νp(l−σ)−1ωp
k

(

f ;
π

ν

)

q

)1/p

≍

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N, l ≤ k; (9)

ωk

(

f ;
π

n

)

q
+ nσωl

(

f ;
π

n

)

p
≍ n−(l−σ)

( n
∑

ν=1

νp(l−σ)−1ωp
k

(

f ;
π

ν

)

q

)1/p

, n ∈ N, l ≤ k. (10)

Remark 2. When evaluating from below in the order equality (7) the second term nσωl(f ;π/n)p
cannot be omitted in the general case, because there exists a function g ∈ Mp(T) such that
nσωl(g;π/n)p 6= O(ωk(g;π/n)q). The function g ∈ Mp(T) is defined as follows (see [6, Sect. 3.1]):

g(x) =
∞
∑

n=1
an cosnx, where an = an(p; l) = n−(l+1−1/p), n ∈ N, and the following order equalities

hold: En−1(g)p ≍ n−l, n ∈ N, and ωl(g;π/n)p ≍ n−l(ln(en))1/p, n ∈ N. Since l > σ, we have
g ∈Mq(T); moreover,

En−1(g)q ≍ n−(l−σ), n ∈ N ⇔ ωl(g;π/n)q ≍ n−(l−σ), n ∈ N.

Thus, in view of these order equalities, we have

nσωl(g;π/n)p ≍ n−(l−σ)(ln(en))1/p ≍ ωl(g;π/n)q(ln(en))
1/p, n ∈ N;

whence nσωl(g;π/n)p 6= O(ωl(g;π/n)q), n ∈ N, and a fortiori nσωl(g;π/n)p 6= O(ωk(g;π/n)q),
n ∈ N, in the case k > l.



Order equalities in different metrics 27

However, it can be omitted if the sequence {ωl(f ;π/n)p}
∞

n=1 satisfies Stechkin’s (Sl)-condition
(

{ωl(f ;π/n)p}
∞

n=1 ∈ Sl
)

: there exists ε ∈ (0, l) such that the sequence {nl−εωl(f ;π/n)p}
∞

n=1 almost

increases. This condition is equivalent to Bari’s (B
(α)
l )-condition for every fixed α ∈ [1,∞)

({

ωl

(

f ;π/n
)

p

}

∞

n=1
∈ B

(α)
l

)

:

n−l

( n
∑

ν=1

ναl−1ωα
l

(

f ;
π

ν

)

p

)1/α

= O
(

ωl

(

f ;
π

n

)

p

)

, n ∈ N,

(see [6, Sect. 3.2)].

Theorem 2. Suppose that 1 < p < q < ∞, f ∈ Mp(T), σ = 1/p − 1/q, l, k ∈ N, l ≤ k, and

condition (1) holds. If {ωl(f ;π/n)p}
∞

n=1 ∈ Sl, then the following order equality holds:

ωk

(

f ;
π

n

)

q
≍

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N. (11)

Remark 3. The condition {ωl(f ;π/n)p}
∞

n=1 ∈ Sl guarantees the validity of the estimate
nσωl

(

f ;π/n
)

p
≤ C7(k, l, p, q)ωk

(

f ;π/n
)

q
, n ∈ N, for all functions f ∈Mq(T), where 1 < p < q <∞,

l, k ∈ N (see the proof of Theorem 2, inequality (22)). In the case l > k, this estimate holds for
f ∈ Mq(T) without any conditions on the sequence {ωl(f ;π/n)p}

∞

n=1 (see the proof of Theorem 1,
inequality (18)).

Remark 4. In connection with Theorem 2, note also the following fact, which is an obvious
corollary of the order equality (9) in Theorem 1: the order equality (11) is valid if and only if
{

ωk(f ;π/n)q
}

∞

n=1
∈ B

(p)
l−σ. In addition, if

{

ωl(f ;π/n)p
}

∞

n=1
∈ B

(p)
l ⇔

{

ωl(f ;π/n)p
}

∞

n=1
∈ Sl, then,

in view of (11) and (9), we have {ωk(f ;π/n)q}
∞

n=1 ∈ B
(p)
l−σ. On the other hand, in view of (11), the

latter condition guarantees only that
{(

∑

∞

ν=n+1 ν
qσ−1ωq

l (f ;π/ν)p
)1/q}∞

n=1
∈ B

(p)
l−σ but does not

that
{

ωl(f ;π/n)p
}

∞

n=1
∈ B

(p)
l .

P r o o f of Theorem 1. In the proof of Theorem 1, we will use neither estimates (2)–(5) from
Theorems A and B nor the direct (see [6, inequality (0.3)]) and inverse (see [5, inequality (2)])
theorems of approximation theory for periodic functions in different metrics. We will use only
certain known results that are characteristic of functions from the class Mp(T) (the corresponding
statements are gathered in [6, Sect. 1]). Since the auxiliary inequalities needed for the proofs of
Theorems 1 and 2 were established by the author in [5, 6], we will mostly refer to these papers
instead of giving original references, which can be found in [5] and [6].

1) The first part of Theorem 1 and the order equality (6) were proved in [6, Sect. 2, the
proof of statement (1) of Theorem 1]; more precisely, if f ∈ Mp(T) and Ωl(f ; p;σ; q) < ∞, then
f ∈ Lq(T) and ‖f‖q ≤ C8(l, p, q)Ωl(f ; p;σ; q) (the sufficiency); if f ∈Mp(T) belongs to Lq(T), then
f ∈Mq(T) and Ωl(f ; p;σ; q) ≤ C9(l, p, q)‖f‖q (the necessity). Moreover, in the proof of statement (1)
of [6, Theorem 1], we actually obtained the following estimates for a function f ∈Mp(T) under the
condition Ωl(f ; p;σ; q) <∞ (see also [5, Sect. 1]):

C10(p, q)E(f ; p;σ; q) ≤ ‖f‖q ≤ C11(p, q)E(f ; p;σ; q), (12)

where

E(f ; p;σ; q) ≡

( ∞
∑

ν=1

νqσ−1Eq
ν−1(f)p

)1/q

≍

( ∞
∑

ν=1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

≡ Ωl(f ; p;σ; q).
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2) The upper estimate in (7): taking into account the inequality (see [6, Sect. 2, inequality (2.1)])

nσωl

(

f ;
π

n

)

p
≤ C12(l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N, l ∈ N, (13)

in the estimation of En−1(f)q from above (see [6, Sect. 2, step The upper estimate in the proof of
statement (2) of Theorem 1]), we obtain

En−1(f)q ≤ C13(l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N, l ∈ N. (14)

Further, using estimate (14) in the inequality (see [6, Sect. 1, Lemma 1, inequality (1.8)])

ωk

(

f ;
π

n

)

q
≤ C14(k, p, q)

{

En(f)q + nσωk

(

f ;
π

n

)

p

}

, n ∈ N, k ∈ N,

and taking into account (13), we obtain for l ≤ k

ωk

(

f ;
π

n

)

q
≤ C14(k, p, q)

{

C13(l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

+ 2k−lnσωl

(

f ;
π

n

)

p

}

≤

≤ C15(k, l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N,

(15)

where C15(k, l, p, q) = C14(k, p, q){C13(l, p, q) + 2k−lC12(l, p, q)}; whence,

ωk

(

f ;
π

n

)

q
+ nσωl

(

f ;
π

n

)

p
≤ (C15(k, l, p, q) + C12(l, p, q))

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N.

The lower estimate in (7): applying to the inequality (see [6, Sect. 2, step The lower estimate

in the proof of statement (2) of Theorem 1])

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

≤

≤ C16(l, p, q)

{

nσ−l

( n
∑

ν=1

νpl−1Ep
ν−1(f)p

)1/p

+

( ∞
∑

ν=n+1

νqσ−1Eq
ν−1(f)p

)1/q}

the lower estimate in the order equality (1.7) from [6, Sect. 1, Proposition 5]:

ωl

(

f ;
π

n

)

p
≍ n−l

( n
∑

ν=1

νpl−1Ep
ν−1(f)p

)1/p

, n ∈ N, l ∈ N, (16)

and inequality (10) from [5, Sect. 1]:

( ∞
∑

ν=n+1

νqσ−1Eq
ν−1(f)p

)1/q

≤ C17(k, p, q)ωk

(

f ;
π

n

)

q
, n ∈ N, k ∈ N,

we obtain for arbitrary l, k ∈ N

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

≤ C16(l, p, q)
{

C18(l, p)n
σωl

(

f ;
π

n

)

p
+

+ C17(k, p, q)ωk

(

f ;
π

n

)

q

}

≤ C19(k, l, p, q)
{

ωk

(

f ;
π

n

)

q
+ nσωl

(

f ;
π

n

)

p

}

, n ∈ N.

(17)
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3) The upper estimate in (8): if f ∈ Mp(T) and Ωl(f ; p;σ; q) < ∞, then f ∈ Lq(T) and,
consequently, f ∈Mq(T). By the upper estimate in (16) and inequality (14), we have

ωk

(

f ;
π

n

)

q
≤ C20(k, q)n

−k

( n
∑

ν=1

νqk−1Eq
ν−1(f)q

)1/q

≤

≤ C20(k, q)C13(l, p, q)n
−k

( n
∑

ν=1

νqk−1
n
∑

µ=ν+1

µqσ−1ωq
l

(

f ;
π

µ

)

p
+

+

n
∑

ν=1

νqk−1
∞
∑

µ=n+1

µqσ−1ωq
l

(

f ;
π

µ

)

p

)1/q

≤

≤ C21(k, l, p, q)n
−k

( n
∑

µ=1

µqσ−1ωq
l

(

f ;
π

µ

)

p

µ
∑

ν=1

νqk−1 +
n
∑

ν=1

νqk−1
∞
∑

µ=n+1

µqσ−1ωq
l

(

f ;
π

µ

)

p

)1/q

≤

≤ C21(k, l, p, q)n
−k

( n
∑

µ=1

µq(k+σ)−1ωq
l

(

f ;
π

µ

)

p
+ nqk

∞
∑

µ=n+1

µqσ−1ωq
l

(

f ;
π

µ

)

p

)1/q

≤

≤ C21(k, l, p, q)

{

n−k

( n
∑

µ=1

µq(k+σ)−1ωq
l

(

f ;
π

µ

)

p

)1/q

+

( ∞
∑

µ=n+1

µqσ−1ωq
l

(

f ;
π

µ

)

p

)1/q}

, n ∈ N.

The lower estimate in (8): let us first prove that the following estimate holds for l > k:

nσωl

(

f ;
π

n

)

p
≤ C22(k, l, p, q)ωk

(

f ;
π

n

)

q
, n ∈ N. (18)

To this end, we will need the inequality (see [6, Sect. 2, inequality (2.6)]

nσEn−1(f)p ≤ C23(k, p, q)ωk

(

f ;
π

n

)

q
, n ∈ N, k ∈ N. (19)

Applying (19) in the upper estimate in (16) and taking into account the following known property
of the modulus of smoothness: δ−k

2 ωk(f ; δ2)q ≤ 2kδ−k
1 ωk(f ; δ1)q for 0 < δ1 ≤ δ2 ⇔ νkωk(f ;π/ν)q ≤

2knkωk(f ;π/n)q for 1 ≤ ν ≤ n, we obtain

nσωl

(

f ;
π

n

)

p
≤ C20(l, p)n

σ−l

( n
∑

ν=1

νpl−1Ep
ν−1(f)p

)1/p

≤

≤ C20(l, p)C23(k, p, q)n
σ−l

( n
∑

ν=1

νpl−1−pσωp
k

(

f ;
π

ν

)

q

)1/p

≤

≤ C24(k, l, p, q)n
σ−l2knkωk

(

f ;
π

n

)

q

( n
∑

ν=1

νp(l−k−σ)−1

)1/p

≤ C25(k, l, p, q)ωk

(

f ;
π

n

)

q
,

which implies the required estimate in (18).

Applying estimate (18) in inequality (17), we obtain the following upper estimate for the first
term on the right-hand side of (8):

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

≤ C19(k, l, p, q)(1 + C22(k, l, p, q))ωk

(

f ;
π

n

)

q
, n ∈ N.
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The following estimate was obtained in [5, Sect. 1, the proof of the lower estimate for the second
term on the right-hand side of the order equality (7)]:

n−k

( n
∑

ν=1

νq(k+σ)−1Eq
ν−1(f)p

)1/q

≤ C26(k, p, q)ωk

(

f ;
π

n

)

q
, n ∈ N.

Hence, in view of the known order equality (see, for example, [4, Sect. 2, Remark 7, order
equality (15)])

n
∑

ν=1

ναβ−1Eα
ν−1(f)p ≍

n
∑

ν=1

ναβ−1ωα
l

(

f ;
π

ν

)

p
, (20)

where n ∈ N ∪ {+∞}, 1 ≤ α <∞, and 0 < β < l, we obtain (l > k ⇒ l > k + σ, σ ∈ (0, 1))

n−k

( n
∑

ν=1

νq(k+σ)−1ωq
l

(

f ;
π

ν

)

p

)1/q

≍ n−k

( n
∑

ν=1

νq(k+σ)−1Eq
ν−1(f)p

)1/q

≤

≤ C26(k, p, q)ωk

(

f ;
π

n

)

q
, n ∈ N.

The latter inequality implies the upper estimate for the second term on the right-hand side of (8).
4) The upper estimate in (9): the upper estimate in (12) implies the inequality

En−1(f)q ≤ C27(p, q)

{

nσEn−1(f)p +

( ∞
∑

ν=n+1

νqσ−1Eq
ν−1(f)p

)1/q}

, n ∈ N. (21)

Indeed, applying (12) to the function gn(f ;x) = f(x) − Sn(f ;x), where Sn(f ;x) is the partial
sum of order n ∈ N of the Fourier series of the function f ∈ Mp(T ), and taking into account the
estimate Eν−1(gn)p ≤ ‖gn‖p ≤ (1+C28(p))En(f)p, ν ∈ N, where C28(p) is the constant in the well-
known M. Riesz inequality ‖Sn(f ; ·)‖p ≤ C28(p)‖f‖p (1 < p < ∞, f ∈ Lp(T)), and the equality
Eν−1(gn)p = Eν−1(f)p, ν ≥ n+ 1, n ∈ Z+, we obtain for n ∈ N

En(f)q ≤ ‖gn(f ; ·)‖q ≤ C11(p, q)E(gn; p;σ; q) ≤

≤ C11(p, q)

{( n+1
∑

ν=1

νqσ−1Eq
ν−1(gn)p

)1/q

+

( ∞
∑

ν=n+2

νqσ−1Eq
ν−1(gn)p

)1/q}

≤

≤ C11(p, q)

{

(1 + C28(p))En(f)p

( n+1
∑

ν=1

νqσ−1

)1/q

+

( ∞
∑

ν=n+2

νqσ−1Eq
ν−1(f)p

)1/q}

≤

≤ C11(p, q)

{

(1 + C28(p))C29(q, σ)(n + 1)σEn(f)p +

( ∞
∑

ν=n+2

νqσ−1Eq
ν−1(f)p

)1/q}

,

and for n = 0

E0(f)q ≤ ‖f‖q ≤ C11(p, q)E(f ; p;σ; q) ≤ C11(p, q)

{

E0(f)p +

( ∞
∑

ν=2

νqσ−1Eq
ν−1(f)p

)1/q}

.

Inequality (21) was used in [6, Sect. 2, step The upper estimate in the proof of statement (3) of
Theorem 1] for obtaining the estimate

nσ−l

( n
∑

ν=1

νp(l−σ)−1Ep
ν−1(f)q

)1/p

≤ C30(l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N;
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whence, by the order equality (20), we obtain the following upper estimate in (9):

n−(l−σ)

( n
∑

ν=1

νp(l−σ)−1ωp
k

(

f ;
π

ν

)

q

)1/p

≤ C31(k, l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N, l ≤ k;

The lower estimate in (9): by inequality (17), we have for all l, k ∈ N

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

≤ C19(k, l, p, q)
{

ωk

(

f ;
π

n

)

q
+ nσωl

(

f ;
π

n

)

p

}

, n ∈ N.

The upper estimate for the first term ωk(f ;π/n)q on the right-hand side is obvious, because, in
view of the fact that ωk(f ;π/n)q ↓ (n ↑), we have

n−(l−σ)

( n
∑

ν=1

νp(l−σ)−1ωp
k

(

f ;
π

ν

)

q

)1/p

≥

≥ n−(l−σ)ωk

(

f ;
π

n

)

q

( n
∑

ν=1

νp(l−σ)−1

)1/p

≥ C32(l, p, q)ωk

(

f ;
π

n

)

q
.

The following upper estimate for the second term nσωl(f ;π/n)p was established above (see the
proof of the lower estimate in (8) at step 3):

nσωl

(

f ;
π

n

)

p
≤ C20(l, p)C23(k, p, q)n

σ−l

( n
∑

ν=1

νp(l−σ)−1ωp
k

(

f ;
π

ν

)

q

)1/p

.

Combining the obtained inequalities, we come to the required lower estimate in the order
equality (9):

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

≤ C33(k, l, p, q)n
−(l−σ)

( n
∑

ν=1

νp(l−σ)−1ωp
k

(

f ;
π

ν

)

q

)1/p

, n ∈ N.

5) The order equality (10) follows from (7) and (9). The proof of Theorem 1 is complete. �

P r o o f of Theorem 2. The upper estimate in (11) was obtained at step 2 of the proof of
Theorem 1 (see inequality (15)):

ωk

(

f ;
π

n

)

q
≤ C15(k, l, p, q)

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

, n ∈ N.

To obtain the lower estimate in (11), we preliminarily prove that, if {ωl(f ;π/n)p}
∞

n=1 ∈ Sl, then
the following estimate holds for all l, k ∈ N:

nσωl

(

f ;
π

n

)

p
≤ C34(k, l, p, q)ωk

(

f ;
π

n

)

q
, n ∈ N. (22)

Indeed, since
{

ωl

(

f ;
π

n

)

p

}

∞

n=1
∈ Sl ⇔

{

ωl

(

f ;
π

n

)

p

}

∞

n=1
∈ B

(p)
l ⇔

{

En−1(f)p
}

∞

n=1
∈ B

(p)
l

(see [6, Sect. 3.2)]), in view of [6, Sect. 2, inequality (2.8)] and [6, Introduction, inequality (0.4)],
we obtain

nσωl

(

f ;
π

n

)

p
≤ C35(l, p, q)En(f)q ≤ C35(l, p, q)C36(k)ωk

(

f ;
π

n

)

q
, n ∈ N.
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The required lower estimate in (11) follows from (17) and (22):

( ∞
∑

ν=n+1

νqσ−1ωq
l

(

f ;
π

ν

)

p

)1/q

≤ C19(k, l, p, q)
(

1 + C34(k, l, p, q)
)

ωk

(

f ;
π

n

)

q
, n ∈ N.

The proof of Theorem 2 is complete. �

Remark 5. By inequality (19), the upper estimate in the order equality (16) implies the inequality

ωl

(

f ;
π

n

)

p
≤ C37(k, l, p, q)n

−l

( n
∑

ν=1

νp(l−σ)−1ωp
k

(

f ;
π

ν

)

q

)1/p

, l, k, n ∈ N. (23)

Inequality (23) (the case l ≤ k) and inequality (18) (the case l > k) for functions f ∈
Mq(T) ⊂ Mp(T) are inverse (in the sense of the upper estimate for ωl(f ; δ)p in terms of ωk(f ; δ)q)
to inequalities (3) and (4), respectively, which hold for all functions f ∈ Lq(T) under the condition
of convergence of series in (1). From inequalities (23) and (18), we can conclude that, in the passage
from the class Mq(T) to the class Mp(T), where p < q, the smoothness of a function f ∈ Mq(T)
increases by a value not larger than σ in the case l ≤ k (see [6, Sect. 3.3)], where the author
considered the case k = l and ωl(f ; δ)q ≍ δα, 0 < α ≤ l, δ ∈ (0, π]) and increases by a value not
smaller than σ in the case l > k.
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Abstract: We study operators given by series, in particular, operators of the form eB =
∞∑

n=0
Bn/n!, where B

is an operator acting in a Banach space X. A corresponding example is provided. In our future research, we
will use these operators for introducing and studying functions of operators constructed (with the use of the
Cauchy integral formula) on the basis of scalar functions and admitting a faster than power growth at infinity.

Keywords: Closed operator, Operator exponent, Multiplicative property.

The theory of functions of normal operators has been developed in Hilbert spaces [8, Ch. 12,13].
However, functions of an operator in Banach spaces are introduced under quite serious restrictions
on the operator and the corresponding scalar functions (see e.g. [2, Ch. VII.3]). For a considerable
class of operators, these scalar functions are assumed to be analytical with polynomial growth at
infinity (see e.g. [1] and [6, Ch. 1, § 5]). The authors’ papers [3–5] are in the same vein. In these
papers, based on the Cauchy integral formula, functions of an operator were constructed in terms of
natural powers of the operator. To introduce and study functions of an operator built constructed
on the basis of scalar functions and admitting the growth at infinity faster than the power function
but not faster than the exponential function have, we will need operators of the form

eB =
∞∑

n=0

Bn

n!
, (1)

where B is an operator on a Banach space X. In this paper, we study the properties of such
operators.

We will use series of elements of a Banach space X and operator series. The principal notions
of numerical series (double series and repeated series) are naturally extended to series of elements
of the space X [7, Ch. 2, § 2]. In this paper, the convergence of partial sums of series from X is

interpreted as the convergence in the norm of this space. For a series
∞∑
n=0

An of operators An acting

in X, its sum is the operator A with the domain D(A) =
{
x ∈ X :

∞∑
n=0

Anx converges
}

and such

that Ax =
∞∑
n=0

Anx for x ∈ D(A). The expression A ⊂ B (B ⊃ A) for operators A and B means

that B is the extension of A [7, Ch. 7, Sect. 6].
Let us proceed to the results.
In what follows, we will need the following auxiliary assertion.

Assertion 1. The following statements hold :

(i) (An analog of Abel’s test for numerical series). Suppose that a series
∞∑
n=0

an converges in X

and a sequence {αn}∞n=0 ⊂ R is monotonic and bounded. Then, the series
∞∑
n=0

αnan converges.

https://doi.org/10.15826/umj.2018.2.005
mailto:l.f.korkina@urfu.ru
mailto:m.a.rekant@urfu.ru
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(ii) Suppose that {am,n}∞m,n=0 ⊂ X and the series
∞∑

m,n=0
am,n converges absolutely. Then, every

rearrangement of this series converges absolutely to the same sum.

(iii) Suppose that the terms of a series
∞∑

m,n=0
am,n (am,n ∈ X) are reindexed (with a single

index) and the series
∞∑
k=0

bk is composed of them. If one of these two series or the repeated series

∞∑
m=0

∞∑
n=0

am,n converges absolutely, then the other two series converge absolutely to the same sum.

(iv) If a series
∞∑

m,n=0
am,n (am,n ∈ X) converges absolutely, then the series

∞∑
k=0

∞∑
m+n=k
(m,n≥0)

am,n also

converges absolutely to the same sum.

The proof of statement (i) is almost the same as the proof of Abel’s test for numerical series.
The proofs of statements (ii)–(iv) reduce to the use of the corresponding statements for numerical
series after the application a continuous linear functional to the series under consideration. Here,
we take into account the fact that if values of all such functionals coincide at two elements from X,
then these elements are equal [2, Ch. II.3.15].

Assertion 2. Suppose that A is an operator acting in X, x ∈ X, k ∈ N, a sequence {αn}∞n=0 ⊂ R

is such that the sequence
{αn+k

αn

}
is monotonic and bounded, and the series

∞∑
n=0

αnA
n+kx converges.

Then, the series
∞∑
n=0

αnA
nx converges. If the operator Ak is linear and closed, then the following

equality holds:
∞∑

n=0

αnA
n+kx = Ak

∞∑

n=0

αnA
nx, (2)

which is equivalent to the expression

∞∑

n=0

αnA
n+k ⊂ Ak

∞∑

n=0

αnA
n. (3)

P r o o f. The following relations are valid:

∞∑

n=0

αnA
nx =

k−1∑

n=0

αnA
nx+

∞∑

n=0

αn+kA
n+kx =

k−1∑

n=0

αnA
nx+

∞∑

n=0

αn+k

αn
(αnA

n+kx).

The latter series converges by the analog of Abel’s test. Moreover, under the assumption that the
operator Ak is linear and closed, equality (2) holds. �

Remark 1. The operator Ak is linear and closed if the operator A is linear and its resolvent
set ρ(A) 6= ∅ [2, VII.9.7].

Remark 2. The boundedness and monotonicity of the sequence
{αn+k

αn

}
starting from a certain

index follow from the fact that the sequence
{αn+1

αn

}
is monotonic and bounded.

This remark follows from the relation

αn+k

αn
=

αn+1

αn
× αn+2

αn+1
× · · · × αn+k

αn+k−1
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and the fact that terms of a monotonic sequence of reals are of the same sign starting from a certain
index.

Remark 3. Equality (2) holds without the assumption that the sequence
{αn+k

αn

}
is monotonic

and bounded if the operator Ak is linear and closed and both the series in (2) converge.

Corollary 1. Suppose that k ∈ N and the operator Ak is linear and closed. Then,

eAAk ⊂ AkeA.

To prove this fact, it is sufficient to take αn = 1/n! in (3).

In Assertion 1, the sequence
{αn+k

αn

}∞

n=0
is required to be monotonic and bounded. Let us

consider the conditions related to these properties.

Lemma 1. If a ∈ R and a sequence {αn} ⊂ (0,+∞) is such that
αn+1

αn
≤ a for all n, then

αn ≤ Can for all n, where C = α1/a. Conversely, if the sequence
{αn+1

αn

}
is monotonic and

αn ≤ Can for some C, a ∈ (0,+∞) and all n, then the sequence
{αn+1

αn

}
is bounded.

P r o o f. Suppose that a ∈ R is such that
αn+1

αn
≤ a for all n. Then,

αn

α1
=

α2

α1
× α3

α2
× · · · × αn

αn−1
≤ an−1;

i. e., αn ≤ Can for C = α1/a.

Conversely, suppose that αn ≤ Can for some C, a ∈ (0,+∞), and all n and the sequence
{αn+1

αn

}

is monotonic. Denote by d the limit of this sequence, d ∈ [0,+∞]. Assume that d = +∞. Then
lim
n→∞

n
√
αn = +∞. This contradicts the inequality n

√
αn ≤ n

√
Ca. Therefore, d ∈ R; i. e., the sequence

{αn+1

αn

}
is bounded. The lemma is proved. �

Note that the requirement of monotonicity in the second part of the lemma is essential.

Example 1. Suppose that a sequence {nm} ⊂ N is such that nm+1 > nm + 1, 2nm > m!, and

αn = (m − 1)! for nm−1 < n ≤ nm (n0 = 0) for all m ∈ N. In this case, the sequence
{αn+1

αn

}
is

unbounded, although αn < 2n. (Indeed, if nm−1 < n ≤ nm, then αn = (m− 1)! < 2nm−1 < 2n).

Assertion 3. Suppose that k ∈ N and {αn}∞n=0 ⊂ (0,+∞). If the sequence
{αn+k

αn

}
is bounded,

then αn ≤ Cbn for some b, C ∈ (0,+∞) and all n. Conversely, if the sequence
{αn+k

αn

}
is monotonic,

C, b ∈ (0,+∞), and αn ≤ Cbn for all n, then the sequence
{αn+k

αn

}
is bounded.

P r o o f. Suppose that a ∈ R is such that
αn+k

αn
≤ a for all n. Let us consider the subsequences

{β(r)
m }∞m=0 of {αn} with β

(r)
m = αmk+r (r = 0, 1, . . . , k − 1). For all m, we have

β
(r)
m+1

β
(r)
m

=
α(m+1)k+r

αmk+r
=

α(mk+r)+k

αmk+r
≤ a.
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Then, according to Lemma 1, there is a number Cr ∈ (0,+∞) such that

β(r)
m ≤ Cra

m =
Cr

ar/k
( k
√
a)mk+r

for all m. Setting C = max
0≤r≤k−1

Cr

ar/k
and b = k

√
a, we obtain αn ≤ Cbn for all n.

Conversely, suppose that the sequence
{αn+k

αn

}
is monotonic, C, b ∈ (0,+∞), and αn ≤ Cbn

for all n. If lim
n→∞

αn+k

αn
is finite, then there is nothing to prove. Assume that lim

n→∞

αn+k

αn
= +∞.

Again, introducing β
(r)
m = αmk+r (r = 0, 1, . . . , k − 1), we conclude that the sequence {β(r)

m }∞m=0 is
monotonic because

β
(r)
m+1

β
(r)
m

=
α(mk+r)+k

αmk+r
.

Moreover,

β(r)
m = αmk+r ≤ Cbmk+r = C1b

m
1 (C1 = Cbr, b1 = bk).

Hence, according to Lemma 1,

α(mk+r)+k

αmk+r
=

β
(r)
m+1

β
(r)
m

≤ ar

for some Cr, ar ∈ (0,+∞) and arbitrary m. Therefore,

αn+k

αn
≤ max{a0, a1, . . . , ak−1} = a

for all n. The assertion is proved. �

Assertion 4. Suppose that operators B1, . . . , Bn act in X, B1, . . . , Bn−1 are linear operators

with nonempty resolvent sets, x ∈ X, the series

∞∑

m1,...,mn=0

Bm1
1 . . . Bmn

n

m1! . . . mn!
x (4)

converges absolutely, and the following condition holds:

(v) for all k ∈ N and a set of natural indices i1, . . . , ik not exceeding n, the expression Bi1 . . . Bikx
is valid and, if a set j1, . . . , jk is obtained from the set i1, . . . , ik by a rearrangement of its elements,

then

Bi1 . . . Bikx = Bj1 . . . Bjkx. (5)

In this case,

eB1 . . . eBnx = eB1+···+Bnx

(both parts of the relation are valid).

P r o o f. Let us first establish the equality

∞∑

m1=0

Bm1
1

m1!

∞∑

m2=0

Bm2
2

m2!
· · ·

∞∑

mn=0

Bmn
n

mn!
x =

∞∑

m1,m2,...,mn=0

Bm1
1 Bm2

2 . . . Bmn
n

m1!m2! . . . mn!
x (6)
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by induction on n. For n = 1, (6) holds. Assume that, under the conditions of the assertion,
equality (6) holds for n = k − 1 (k ≥ 2). Now, let n = k. Note that the absolute convergence of
series (4) implies the absolute convergence of the series

∞∑

m2,...,mn=0

Bm2
2 . . . Bmn

n

m2! . . . mn!
x.

Taking into account the fact that the operators Bm1
1 (m1 ∈ N) are closed, condition (v), and the

induction hypothesis, we obtain

∞∑

m1=0

Bm1
1

m1!

∞∑

m2=0

Bm2
2

m2!
· · ·

∞∑

mn=0

Bmn
n

mn!
x =

∞∑

m1=0

Bm1
1

m1!

∞∑

m2,...,mn=0

Bm2
2 . . . Bmn

n

m2! . . . mn!
x =

=

∞∑

m1=0

∞∑

m2,...,mn=0

Bm1
1 Bm2

2 . . . Bmn
n

m1!m2! . . . mn!
x =

∞∑

m1,m2,...,mn=0

Bm1
1 Bm2

2 . . . Bmn
n

m1!m2! . . . mn!
x,

i. e., equality (6) is proved. Using this equality, we obtain

eB1 . . . eBnx =

∞∑

m1,...,mn=0

Bm1
1 . . . Bmn

n

m1! . . . mn!
x =

∞∑

s=0

∑

m1+···+mn=s

Bm1
1 . . . Bmn

n

m1! . . . mn!
x =

=

∞∑

s=0

1

s!

∑

m1+···+mn=s

(m1,...,mn≥0)

s!

m1! . . . mn!
Bm1

1 . . . Bmn
n x =

∞∑

s=0

(B1 + · · ·+Bn)
s

s!
x = eB1+···+Bnx.

The assertion is proved. �

Remark 4. Equality (5) holds if the operators B1, . . . , Bn pairwise commute and the left-hand
side of (5) is valid.

Corollary 2. Suppose that α1, . . . , αn ∈ C, x ∈ X, A is a linear operator acting in X, ρ(A) 6= ∅,
and a series

∞∑

m1,...,mn=0

αm1
1 . . . αmn

n

m1! . . . mn!
Am1+···+mnx

converges absolutely. Then,

eα1A . . . eαnAx = e(α1+···αn)Ax (7)

(both sides of the equality are valid).

To formulate the next assertion, let us introduce some definitions and make a number of
assumptions.

Suppose that L = L (p, q) (p > 0, q > 0) is a curve given in the complex plane (λ) by the
equation

β2 = 2pα ln
α

q
(α = Reλ, β = Imλ, α ≥ q); (8)

Let G = G(p, q) be a domain containing the origin with the boundary L ; let the direction of L be
chosen so that the domain G is on the right; and let A be an injective linear operator with domain
D(A) dense in X and range Im(A) ⊂ X. The following estimate for the norm of the resolvent
operator R(λ) = RA(λ) = (A− λE)−1 of the operator A in G is known:

‖R(λ)‖ ≤ C0

(|λ|+ 1)γ
(9)
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for some C0 > 0 and γ ≤ 1 and all λ ∈ G.

For ϕ ∈ (0, π), we denote by ∆(ϕ) the domain in C that contains the negative real semiaxis and
its boundary is L(ϕ) = L1(ϕ) ∪ L2(ϕ), where

L1(ϕ) = {λ ∈ C : λ = teiϕ, t ≥ 0}, L2(ϕ) = {λ ∈ C : λ = te−iϕ, t ≥ 0}.

Suppose that Ω(a, ϕ) = ∆(ϕ) ∪B(0, a) (a > 0, ϕ ∈ (0, π), and B(0, a) is the open disk of radius a
centered at the origin), and the direction of Γ(a, ϕ) = ∂Ω(a, ϕ) is chosen so that Ω(a, ϕ) is on the
right. Given p and q, we chose a and ϕ so that Ω(a, ϕ) ⊂ G(p, q).

Under these assumptions, the authors studied [5] the operator functions

f(A) = − 1

2πi
An

∫

Γ(a,ϕ)

f(λ)

λn
R(λ)dλ, (10)

f̃(A) = − 1

2πi

∫

Γ(a,ϕ)

f(λ)

λn
R(λ)dλ An (11)

constructed on the basis of corresponding scalar functions f(λ) continuous in C\Ω(a, ϕ) and analytic
in C \ Ω(a, ϕ); in addition, for every such function f there exist C ∈ (0,+∞) and σ ∈ R such that

|f(λ)| ≤ C|λ|σ (12)

for all λ ∈ C \Ω(a, ϕ). The number n ∈ N ∪ {0} in (10) and (11) is chosen so that σ − n− γ < −1.

It was proved that the right-hand sides of these representations are independent of such n, the
operator functions f(A) and f̃(A) are densely defined, f̃(A) ⊂ f(A), and the functions coincide if
one of them is continuous.

We can take the function e−tλ (t > 0) as the function f and consider two operator functions, one
of which is given by series according to formula (1) and the other is given by relations (10) and (11)
for n = 0 (these relations yield the same result because their right-hand sides are continuous).
Denoted by (e−tA)I the function given by formulas (10) and (11).

Lemma 2. Let σ ∈ R, σ − γ < −1, and let a function f be continuous in C\Ω(a, ϕ), analytic

in C\Ω(a, ϕ) and such that (12) holds for some C ∈ (0,+∞) and all λ ∈ C\Ω(a, ϕ).
Then ∫

Γ(a,ϕ)
f(λ)R(λ)dλ =

∫

L (p,q)
f(λ)R(λ)dλ.

The proof of this lemma is similar to the proof of [3, Lemma 1].

Assertion 5. Let a curve Lt (t > 0) be given by the equation β2 = 2tpα ln
α

qt
(α = Reλ,

β = Imλ, and α ≥ qt), and let n(t) ∈ N satisfy the inequality

tp− n(t)− γ < −1. (13)

Then

etA(e−tA)I
∣∣
D(An(t))

= E
∣∣
D(An(t))

, (14)

(e−tA)Ie
tA = E

∣∣
D(etA)

. (15)
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P r o o f. Let us first consider the case t = 1. Note that L1 = L . Denote by n0
1 the value n(1).

The following equalities hold for x ∈ D
(
eA(e−A)I

)
:

eA(e−A)Ix = − 1

2πi

∞∑

n=0

An

n!

∫

L

e−λR(λ)dλ x = − 1

2πi
lim
n→∞

n∑

k=0

Ak

k!

∫

L

e−λR(λ)dλ x.

For every n ∈ N, consider n1 ∈ N satisfying the inequality n − n1 − γ < −1. Then, according
to [4, Theorem 9],

n∑

k=0

Ak

k!
= −An1

2πi

∫

L

n∑

k=0

λk−n1

k!
R(λ)dλ;

i. e., according to [5, Theorem 3],

n∑

k=0

Ak

k!

∫

L

e−λR(λ)dλ = An1

∫

L

n∑

k=0

λk−n1

k!
e−λR(λ)dλ. (16)

For the functions fn(λ) =
n∑

k=0

λk

k!
e−λ in (10) and (11), we can take an arbitrary σ from (12).

Thus, the right-hand side of (16) is independent of n1 ∈ N ∪ {0}. Therefore, for x ∈ D(An0
1), we

have

An1

∫

L

n∑

k=0

λk−n1

k!
e−λR(λ)dλ x = An0

1

∫

L

n∑

k=0

λk−n0
1

k!
e−λR(λ)dλ x =

∫

L

λk−n0
1

k!
e−λR(λ)dλ An0

1x,

i. e.,

eA(e−A)Ix = − 1

2πi
lim
n→∞

∫

L

n∑

k=0

λk−n0
1

k!
e−λR(λ)dλ An0

1x

whenever this limit exists. Let us establish the existence of this limit and find its value using the
Lebesgue (dominated convergence) theorem on passing to the limit under the integral sign. Let us
check the conditions of this theorem.

Let

Hn(λ) =

n∑

k=0

λk−n0
1

k!
e−λR(λ),

and let λ = α+ iβ ∈ L be arbitrary. Then

lim
n→∞

Hn(λ) =
∞∑

n=0

λn−n0
1

n!
e−λR(λ) = λ−n0

1R(λ)

(the limit and the convergence of the series are considered with respect to the operator norm). Let
us show that the sequence {‖Hn(λ)‖} is dominated by a Lebesgue integrable function in L :

‖Hn(λ)‖ ≤
n∑

k=0

|λ|k−n0
1

k!
e−α‖R(λ)‖ ≤ C0|λ|−n0

1e|λ|−α

(|λ|+ 1)γ
≤ C0C1|λ|−n0

1−γe|λ|−α,

where C1 = sup
µ∈L

( |µ|
|µ|+ 1

)γ

(the function

( |µ|
|µ|+ 1

)γ

is continuous in L , has a finite limit at

infinity and, therefore, is bounded in L ). Using (8), we obtain that

|λ| − α =
√

α2 + β2 − α =
β2

√
α2 + β2 + α

≤
2pα ln α

q

2α
= p ln

α

q
;
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i. e.,

e|λ|−α ≤
(
α

q

)p

≤
( |λ|

q

)p

.

Hence,
‖Hn(λ)‖ ≤ C|λ|p−n0

1−γ ,

where C =
C0C1

qp
. By (13) for t = 1, the integral

∫

L

|λ|p−n0
1−γ |dλ| converges. By the Lebesgue

theorem,

− 1

2πi
lim
n→∞

∫

L

Hn(λ)dλ = − 1

2πi

∫

L

λ−n0
1R(λ)dλ = A−n0

1

(the limit is considered with respect to the operator norm). Therefore,

eA(e−A)Ix = A−n0
1An0

1x = x,

and (14) is proved.

Let us show that (15) holds. For x ∈ D(eA) ⊂
∞
∩

n=0
D(An), in view of continuity of the opera-

tor (e−A)I , we have

(e−A)Ie
Ax = (e−A)I lim

n→∞

n∑

k=0

Akx

k!
= − 1

2πi
(e−A)I

∫

L

n∑

k=0

λk−n1

k!
R(λ)dλ An1x,

where n1, as before, satisfies inequality (13) for t = 1. Arguing similarly to the proof of formula (14),
we obtain (15). Thus, the assertion holds for t = 1.

Let us now consider an arbitrary t > 0. The mapping µ = tλ takes the curve L to the curve Lt

and the domain G = G1 to the domain Gt ∋ 0 such that ∂Gt = Lt. In addition, ρ(tA) = tρ(A)
(ρ(A) and ρ(tA) are the regular sets of the operators A and tA, respectively) and the estimate for
‖RtA(λ)‖ in Gt coincides with the estimate (9) for ‖RA(λ)‖ in G with certain constant Ct instead
of C0. The analysis of the proof for t = 1 shows that formulas (14) and (15) remain valid for t > 0
under condition (13). The assertion is proved. �

Corollary 3. If t > 0 and the operator etA is closed, then it is invertible and (etA)−1 = (e−tA)I .

The corollary follows from (14), (15), and the fact that if a closed operator coincides with a
continuous operator on a dense set, then they coincide in the entire space.

Example 2. Let X = Lp[1,+∞) and Ax(t) = tx(t) (x ∈ X). Let us show that D(eA) = {x ∈
X : etx ∈ X} and the equality eAx = etx holds for x ∈ D(eA).

Let x ∈ X andetx ∈ X. Let us establish that x ∈ D(eA) and eAx = etx. To this end, we have

to prove that the series

∞∑

n=0

tn

n!
x converges in X to etx, i. e., that

∥∥∥∥e
tx−

n∑

k=0

Akx

k!

∥∥∥∥ =

∥∥∥∥e
tx−

n∑

k=0

tkx

k!

∥∥∥∥ −−−→
k→∞

0.

Since

∫ +∞

1
ept|x(t)|p dt < +∞, there exists a function α(t) defined on [1,+∞) such that α(t) ≥ α0

for some α0 > 0, α(t) −−−→
t→∞

+∞ (in particular, we can take a continuous positive function α with

infinite limit at +∞), and

∫ +∞

1
|α(t)etx(t)|p dt < +∞. Then

∥∥∥∥e
tx−

n∑

k=0

tkx

k!

∥∥∥∥ =

∥∥∥∥
1− e−t

∑n
k=0 t

k/k!

α
αetx

∥∥∥∥ ≤ sup
t≥1

1− e−t
∑n

k=0 t
k/k!

α(t)
‖αetx‖ = γn‖αetx‖.
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Let us show that

γn = sup
t≥1

1− e−t
∑n

k=0 t
k/k!

α(t)
−−−→
n→∞

0.

Take an arbitrary ε > 0. Since α(t) −−−→
t→∞

+∞, there is a number ∆ > 1 such that 1/α(t) < ε for

all t ≥ ∆; i. e.,

1− e−t
∑n

k=0 t
k/k!

α(t)
∈ [0, ε)

for all t ≥ ∆ and n ∈ N. Since the power series
∑∞

n=0 t
n/n! uniformly converges to et on [1,∆], the

sequence of functions {
1− e−t

∑n
k=0 t

k/k!

α(t)

}

uniformly tends to zero on [1,∆]. Hence, there exists a number N such that

1− e−t
∑n

k=0 t
k/k!

α(t)
< ε

for all t ∈ [1,∆] and n > N. Thus, γn ≤ ε for all n > N, i. e., γn −−−→
n→∞

0 and, consequently,

∞∑

n=0

tn

n!
x = etx in X.

Conversely, suppose that x ∈ D(eA) and eAx = y ∈ X, i. e.,

Sn =
n∑

k=0

tk

k!
x −−−→

n→∞
y in X.

Then, there exists a subsequence {Snk
} of {Sn} such that

Snk
(t)

a. e.−−−→
k→∞

y(t).

But

Sn(t)x(t) −−−→
n→∞

etx(t)

at every point t ≥ 1; i. e., y = etx in X. Since etx ∈ X, we have eAx = etx.

Note that equality (7) holds for the operator A if

x, eαntx, e(αn−1+αn)tx, . . . , e(α1+···+αn)tx ∈ X.

Conclusion

We have considered some natural properties of exponential operator defined by power series
(Corollary 1 and Assertion 4). The main result of the paper is the connection (under certain
conditions) of the exponential operator eA in the form of power series with the exponential function
e−A defined on the basis of the Cauchy integral formula (Assertion 5). These facts may give an
impulse to obtaining further results on functional calculus of operators.
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Abstract: We study the optimization of the initial state, route (a permutation of indices), and track in
an extremal problem connected with visiting a finite system of megalopolises subject to precedence constraints
where the travel cost functions may depend on the set of (pending) tasks. This problem statement is exemplified
by the task to dismantle a system of radiating elements in case of emergency, such as the Chernobyl or Fukushima
nuclear disasters. We propose a solution based on a parallel algorithm, which was implemented on the Uran
supercomputer. It consists of a two-stage procedure: stage one determines the value (extremum) function
over the set of all possible initial states and finds its minimum and also the point where it is achieved. This
point is viewed as a base of the optimal process, which is constructed at stage two. Thus, optimization of the
starting point for the route through megalopolises, connected with conducting certain internal tasks there, is an
important element of the solution. To this end, we employ the apparatus of the broadly understood dynamic
programming with elements of parallel structure during the construction of Bellman function layers.

Key words: Dynamic programming, Route, Sequencing, Precedence constraints, Parallel computation.

Introduction

In this paper, we consider an additive routing problem aimed at applications in nuclear power
generation: the intention is to decrease the exposure of power plant staff to radiation during
a sequence of work-related activities. The considered problem features precedence constraints,
multiple variants of movements, and travel cost functions that could depend on the set of pending
tasks. The mentioned features of the statement stem from the peculiarities of the actual engineering
problem, which exhibits a qualitative difference from its prototype, the well-known intractable
traveling salesman problem (TSP); see [1–6]. In a series of papers, the authors have developed
solution methods based on dynamic programming (DP) combined with parallel computations, see
[7–12] et al. Here, we consider the statement where, in addition to a solution in the form of a
route-track pair, one also has to choose the starting point (the base) for the process of movements.
We found out that the DP-based procedure used in [7–11] could be used just as well to solve such
an “expanded” problem (see also the monograph [13], connected with issues of decreasing staff
exposure to radiation during a sequence of operations).

1. General notation and definitions

We use the quantifiers and logical connectives; ∅ denotes the empty set and
△
= denotes the

equality by definition. To arbitrary objects α and β, assign the set {α;β} that contains α and β and

them only. If x is an object, then {x}
△
= {x;x} is the singleton that contains x. A set is an object,
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hence [14, p. 59], to objects y and z, one can assign an ordered pair (OP) (y, z)
△
=

{
{y}; {y; z}

}

of these objects; y is the first and z is the second element of this OP. To every OP z, assign the
first element pr1(z) and the second element pr2(z), which are uniquely defined by the condition

z =
(
pr1(z),pr2(z)

)
. If a, b, and c are objects, then (a, b, c)

△
=

(
(a, b), c

)
is the triple of these

objects, constructed as an OP with the first element (a, b) and the second element c.

To every set S, assign the family P(S) of all its subsets; P ′(S)
△
= P(S) \ {∅}; and Fin(S) is the

family of all finite sets from P ′(S). The family Fin(S) consists of the finite nonempty subsets of S
and them only. To nonempty sets A and B, assign the nonempty set BA of all mappings from A

to B (see [14, p. 70]); for g ∈ BA and C ∈ P(A), in the form g1(C)
△
= {g(x) : x ∈ C} ∈ P(B), we

have the image of C under g; g1(C) 6= ∅ when C 6= ∅. If A, B, and C are three nonempty sets,

then [15, p. 5] A×B×C
△
= (A×B)×C; if, in addition, D is a nonempty set and h ∈ DA×B×C , then,

for x ∈ A×B and y ∈ C, we have (x, y) ∈ A×B ×C and the value h(x, y) ∈ D of the mapping h

at the point (x, y) is well-defined; for this value, we also have h(x, y) = h
(
pr1(x),pr2(x), y

)
.

As usual, N
△
= {1; 2; . . .}; set N0

△
= {0} ∪ N and p, q

△
= {j ∈ N0| (p 6 j)&(j 6 q)} ∀p ∈ N0

∀q ∈ N0 (if k ∈ N0, l ∈ N0, and l < k, then k, l = ∅). To every nonempty finite set K assign
its cardinality |K| ∈ N and the nonempty set (bi)[K] of all bijections of the integer interval 1, |K|

onto K; |∅|
△
= 0. By R we denote the real line; R+

△
= {ξ ∈ R| 0 6 ξ}; and R+[T ], where T is a

nonempty set, denotes the set of all functions from T to R+, that is, R+[T ]
△
= (R+)

T .

2. Problem statement

Fix a nonempty set X and some X0 ∈ Fin(X); the points X0 are viewed as admissible starting
points. Let N ∈ N, N > 2,

M1 ∈ Fin(X), . . . ,MN ∈ Fin(X),

and let M1 ∈ P ′(M1 ×M1), . . . ,MN ∈ P ′(MN ×MN ); assume

(X0 ∩ Mj = ∅ ∀j ∈ 1, N )&(Mp ∩ Mq = ∅ ∀p ∈ 1, N ∀q ∈ 1, N \ {p})

and set P
△
= (bi)[1, N ]. Consider the processes

(x(0) = x0 ∈ X0) → (x
(1)
1 ∈ Mα(1)  x

(1)
2 ∈ Mα(1)) → . . .

→ (x
(N)
1 ∈ Mα(N)  x

(N)
2 ∈ Mα(N))

(2.1)

where α ∈ P, z1 ∈ (x
(1)
1 , x

(1)
2 ) ∈ Mα(1), . . . , zN ∈ (x

(N)
1 , x

(N)
2 ) ∈ Mα(N). The permutation α

determines the route, that is, the sequence the megalopolises are visited in while z1, . . . , zN de-
termines the track of these visits; x0 is the initial state. A complete solution (see (2.1)) is a
tuple (x0, α, z1, . . . , zN ), to be determined. The choice of α ∈ P may be restricted by precedence
constraints; to describe them, fix

K ∈ P(1, N × 1, N),

that is, the set of OPs known as “address pairs” (see [7–11, 13]); the case K = ∅ denotes the
absence of precedence constraints. Assume that

∀K0 ∈ P ′(K) ∃ z0 ∈ K0 : pr1(z0) 6= pr2(z) ∀z ∈ K0.

In the form

A
△
= {α ∈ P|α−1

(
pr1(z)

)
< α−1

(
pr2(z)

)
∀z ∈ K} ∈ P ′(P), (2.2)
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we have a (nonempty) set of K-feasible routes. Let X
△
= X0 ∪

( N⋃
i=1

Mi

)
; then, X ∈ Fin(X). Denote

by Z the set of all tuples (zi)i∈0,N : 0, N → X×X, that is, Z
△
= (X×X)0,N . If x0 ∈ X0 and α ∈ P,

then
Zα[x

0]
△
= {z ∈ Z|

(
z(0) = (x0, x0)

)
&
(
z(t) ∈ Mα(t) ∀t ∈ 1, N

)
} ∈ Fin(Z). (2.3)

Therefore, for x0 ∈ X0, in the form

D̃[x0]
△
= {(α, z) ∈ A× Z| z ∈ Zα[x

0]} ∈ Fin(A× Z),

we have a (nonempty finite) set of feasible solutions (FS) of the problem with the fixed initial state.
Next, let us note that

D
△
= {(α, z, x) ∈ A× Z×X0| (α, z) ∈ D̃[x]} ∈ Fin(A× Z×X0) (2.4)

is viewed as the set of all FSs of the complete problem.

Consider the following transportation cost functions. Let N
△
= P ′(1, N ); c ∈ R+[X × X ×N];

and let c1 ∈ R+[X× X×N], . . . , cN ∈ R+[X× X×N], f ∈ R+[X]. In terms of the tuple

(c, c1, . . . , cN , f),

we define the additive criterion: for x0 ∈ X0 and (α, z) ∈ D̃[x0], assume

Cα[z]
△
=

N∑

s=1

[
c
(
pr2

(
z(s− 1)

)
,pr1

(
z(s)

)
, α1(s,N)

)
+

+cα(s)
(
z(s), α1(s,N )

)]
+f

(
pr2

(
z(N)

))
;

(2.5)

thus, to each FS (α, z, x0) ∈ D, we assign the value Cα[z] ∈ R+, which does not explicitly depend
on x0 (x0 affects the choice of z). Like in [7–11], for x0 ∈ X0, let us introduce the problem

Cα[z] −→ min, (α, z) ∈ D̃[x0], (2.6)

for which the value V [x0] is determined as the least value among Cα[z], (α, z) ∈ D̃[x0], and also
the (nonempty) set

(SOL)[x0]
△
= {(α0, z0) ∈ D̃[x0]|Cα0

[z0] = V [x0]} ∈ Fin(D̃[x0]). (2.7)

In addition, we have the following complete problem

Cα[z] −→ min (α, z, x) ∈ D, (2.8)

with the value
V

△
= min

(α,z,x)∈D
Cα[z] ∈ R+ (2.9)

and a (nonempty) set

SOL
△
= {(α0, z0, x0) ∈ D|Cα0 [z0] = V} ∈ Fin(D).

In connection with (2.8), it is also of interest to consider the problem

V [x] −→ min, x ∈ X0; (2.10)
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(2.10) is the problem of optimizing the starting point, which is of some interest in itself. Indeed,
if (2.10) is solved, we get V (2.9) and the point x0 ∈ X0 such that V is achieved by V [x0]. One
could construct heuristics (when necessitated by the problem’s dimension) for solving (2.6), compare
their results with V, and thereby choose what is deemed admissible. In this connection, note that
(see (2.4))

V = min
x∈X0

min
(α,z)∈D̃[x]

Cα[z] = min
x∈X0

V [x]. (2.11)

To solve the problems of the form (2.6), one can use the broadly understood DP in the spirit
of [7–11, 13]; here, we consider these procedures in their algorithmic form (see [11, 16]).

3. Dynamic programming in starting point optimization problem

This section serves to adapt the DP procedure from papers [7–11, 13, 16] to the needs of
solving problem (2.10). To this end, let us introduce the crossing-out operator I, which acts in N:
for K ∈ N, assume

I(K)
△
= K \ {pr2(z) : z ∈ Ξ[K]}, (3.1)

where Ξ[K]
△
= {z ∈ K|

(
pr1(z) ∈ K

)
&
(
pr2(z) ∈ K

)
} (note that I({t}) = {t} for t ∈ 1, N ). In terms

of I (3.1), let us introduce the family

C
△
= {K ∈ N| ∀z ∈ K

(
pr1(z) ∈ K

)
⇒

(
pr2(z) ∈ K

)
}

of feasible (task) sets and its subfamilies Cs
△
= {K ∈ C| s = |K|} ∀s ∈ 1, N . Note that

CN = {1, N} and Cs−1 = {K \ {t} : K ∈ Cs, t ∈ I(K)} ∀s ∈ 2, N (we have (see [16]) a re-

currence procedure for constructing C1, . . . ,CN ). For K1
△
= {pr1(z) : z ∈ K}, we have the equality

C1 =
{
{t} : t ∈ 1, N \K1

}
. Let Mt

△
= {pr2(z) : z ∈ Mt} ∀t ∈ 1, N. In addition, let

X
△
= X0 ∪

( N⋃

t=1

Mt

)
. (3.2)

Consider the construction of layers of the state space, that is, the layers of the set X × P(1, N ).

To this end, first, denote by M̃ the union of all the sets Mt, t ∈ 1, N \K1; then, set

D0
△
= {(x, ∅) : x ∈ M̃}.

In addition, set DN
△
= {(x, 1, N ) : x ∈ X0}; D0 and DN are the boundary state space layers.

Constructing intermediary layers. If s ∈ 1, N − 1 and K ∈ Cs, then let us define, in a
sequential fashion, the three sets

Js(K)
△
= {j ∈ 1, N \K| {j} ∪K ∈ Cs+1},

Ms[K]
△
=

⋃

j∈Js(K)

Mj ,

Ds[K]
△
= {(x,K) : x ∈ Ms[K]}.

(3.3)

In view of (3.3), for s ∈ 1, N − 1, let Ds be the union of all the sets Ds[K], K ∈ Cs; then,
∅ 6= Ds ⊂ X× Cs.
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In view of the definitions of D0 and DN , we see that, in particular, (Ds)s∈0,N is a tuple of

subsets of X× P(1, N ). Thus we obtain the state space layers. Let us now define the functions

v0 ∈ R+[D0], v1 ∈ R+[D1], . . . , vN ∈ R+[DN ]

in a sequential fashion. Set v0(x, ∅)
△
= f(x) ∀x ∈ M̃; thus, we obtain v0.

Under s ∈ 1, N , (x,K) ∈ Ds, j ∈ I(K), and z ∈ Mj, we obtain (see [16, (4.9)])

(
pr2(z),K \ {j}

)
∈ Ds−1.

In view of this property, for s ∈ 1, N , we define the transformation of vs−1 into vs through [16,
Proposition 4.1]:

vs(x,K)
△
= min

j∈I(K)
min
z∈Mj

[
c
(
x,pr1(z),K

)
+cj(z,K)+

+vs−1

(
pr2(z),K \ {j}

)]
∀(x,K) ∈ Ds.

(3.4)

This implements the recurrence procedure v0 → v1 → . . . → vN .

Proposition 3.1. If x0 ∈ X0, then vN (x0, 1, N ) = V [x0].

P r o o f. Fix x0 ∈ X0, which implies x0 ∈ X. Consider problem (2.6). The way of solving this
problem is described, in particular, in [16]; in the same paper, there are also constructed the feasible
task set families C,C1, . . . ,CN similar to those mentioned in the beginning of the section. Based on
that (in [16]), state space layers D0,D1, . . . ,DN , similar to D0,D1, . . . ,DN (see, in particular, (3.3)
and [16, Section 4]), are constructed. There is a difference only for DN and DN : here, we have

DN = X0 × {1, N} = {(x, 1, N ) : x ∈ X0},

whereas, in [16], DN = {(x0, 1, N )}, whence DN ⊂ DN . Next, the construction of v0, v1, . . . , vN−1

in [16, Section 4] and in the present section is the same (see, in particular, (3.4) and [16, Proposi-
tion 4.1]). Therefore, in particular, vN−1 matches that of [16, Section 4]. At the same time, V [x0]
matches V [16, (3.18)]. Thus, in accordance with [16, (4.12)],

V [x0] = min
j∈I(1,N)

min
z∈Mj

[
c
(
x0,pr1(z), 1, N

)
+cj(z, 1, N ) + vN−1

(
pr2(z), 1, N \ {j}

)]
, (3.5)

where
(
pr2(z̃), 1, N \ {j}

)
∈ DN−1 for j ∈ I(1, N ) and z̃ ∈ Mj. However, (x0, 1, N ) ∈ DN , thus, in

the right-hand side of (3.5), we have (see (3.4)) vN (x0, 1, N ), which completes the proof. �

From Proposition 3.1, we see that problem (2.10) takes the following form:

vN (x, 1, N ) −→ min, x ∈ X0. (3.6)

In (3.6), we have an exhaustive search for the minimum of the function vN (·, 1, N ) over the finite
set X0. In this connection, we propose the following algorithm for solving problem (2.10).

4. Algorithm for optimization of starting point

Algorithm 4.1.

(1) In terms of f , define the function v0.
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(2) If s ∈ 1, N and the function vs−1 have been constructed already, conduct the transformation
vs−1 → vs based on (3.4).

(3) After vs has been constructed through the rule (3.4), the values of the function vs−1 are erased
and replaced by the values of the function vs (the Bellman function layers are overwritten).

(4) After the function vN has been constructed, solve the problem (3.6): determine V and the
minimum of the function vN (·, 1, N ), which has the form

x 7−→ vN (x, 1, N ) : X0 → R+.

As noted before, the solution of problem (2.10) could be used to test the heuristics, which are
to be employed on larger problem instances.

Coming back to the problem (2.8), note that the aforementioned algorithm (which admits a
natural analogy with [16]) must be modified: the layers v1, . . . , vN will have to be retained in the
computer’s memory. We also have to select the point x0 ∈ X0 that is a solution of problem (2.10),
that is, V [x0] = V. Next, use the algorithm [16, Section 4] (see also [17, § 7], where a slightly more
general statement was considered). The logic of constructions here follows that of [7–11, 13].

To construct an optimal solution after the optimal starting point has been found — the pair
of a route and a track — we use the algorithm [16, Section 4] (see also [7, 11]). In this case, we
have to retain in the computer’s memory all the layers of the corresponding (to the found starting
point) “part” of the Bellman function. At this stage, it is also possible to repeat the construction
of the layers of the mentioned “part” that corresponds to the solution of problem (3.6). We omit
this construction and refer the reader to [7, 16, 19] for details.

Using the independent computations scheme. Returning to problem (3.6), note that its
most significant step — the construction of the Bellman function layers — is conducted through the
independent computations scheme (see papers [17, 18]), which transfers to problem (3.6) without
significant modifications because the actual object of construction in [17, 18] (and also [9, 11]) is
the function vN−1. Thus, we omit the theoretical description of the independent computations
scheme in the spirit of [17, 18], and the parallel algorithm itself is only briefly described in con-
nection with its software implementation for a supercomputer. The differences with [17, 18] only
appear in the final computations of the form (3.5) (in [17, 18], a single computation was required,
whereas, for problem (3.6), the number of computations matches the number of elements in the
set X0). A version of parallel implementation as described in [17, 18] can be used both for solving
problem (2.10), (3.6) (when the Bellman function layers get overwritten, see step (1)–(4) of the
Algorithm 4.1), and in subsequent construction of the optimal solution in the form of a route-track
pair “tied” to the minimum of problem (3.6). Following [17, 18], we distribute the sets from CN−1

between the nodes, creating thus a finite collection of independent computation procedures; these
procedures could, in part, overlap (the layers Ds, s ∈ 1, N − 1 are covered by the “individual” state
space layers, which do not normally reduce to a partition; the systems of individual layers, each
connected with a fixed set K ∈ CN−1, denote the “theaters” of the corresponding nodes). Each
of the mentioned computational procedures yields a “part” (to be more precise, a restriction to a
nonempty subset of DN−1) of the function vN−1.

Application to a dismantling problem. One natural version of the general statement
can be connected with the problem of dismantling, one by one, in a sequence, a finite system of
radiating elements. The goal is to minimize the total radiation dose incurred by a staff member, by
means of selecting the starting point, the route (in the form of a permutation of indices), and the
actual trajectory. In this special case, problem (2.10), (3.6) has the following sense: namely, where
specifically should the agent (or a crew) be brought to minimize the total radiation dose in view
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of the subsequent optimization of the route and track. At the same time, technology-determined
precedence constraints have to be satisfied, and the travel costs present a rather complicated form
of dependence on the set of tasks that have not been completed yet at the time of travel. Let us
now discuss one fragment of the construction of the mentioned function.

Cost function. Assume that, on a plane, there are given the points x and y, x 6= y; consider
the travel from x to y assuming the set K ∈ Fin(X), where X = R×R, is formed by the radiation
sources that are have not been dismantled yet. Then, the radiation dose c(x, y,K) ∈ R+ for the
mentioned motion is obtained by summing the values c(x, y, {z}) ∈ R+ for z ∈ K. Each single
value c(x, y, {u}), for some u ∈ K, has, in the “regular” case, the following form:

c(x, y, {u}) = γu

∫ T

0

1

(ρ(u,wt))2
dt. (4.1)

Here ρ denotes the Euclidean distance in X; γu ∈ R+, γu 6= 0, is the coefficient that determines
the intensity of the source u ∈ K; the travel time T is uniquely determined by the distance ρ(x, y)
given a travel speed (the latter is fixed); and

t 7−→ wt : [0, T ] → X

is the specific (rectilinear, in our case) trajectory of the motion. The “regularity” mentioned in
discussion of the use of (4.1) has the following sense: the point u is assumed to not to belong to

the interval [x; y]
△
= {αx + (1 − α)y : α ∈ [0, 1]}. In absence of this regularity, the cost of travel

from x to y is defined as a sufficiently large penalty constant. In definitions of the interior jobs,
we follow the convention [11, Section 6] in determining the dose incurred by the agent during the
local motion from the entry point (into the near zone of the radiation source; a megalopolis is its
discretization) to the source itself; it is assumed that during the subsequent return travel to the
exit point (from the near zone) there is no radiation from this source since it has been dismantled.
This scheme is described in detail in [19, Section 4].

We use construction of [20, Section 6] for c, c1, . . . , cN . In connection with the construction of
c we use [20, (6.17), (6.20), (6.39)]. For construction of c1, . . . , cN , we use [20, (6.39)]. Of course,
in [20, (6.17), 6.20), (6.39)], impact of the single source is considered. The function f is supposed
identically equal zero. We recall also constructions of [21].

5. Software implementation and computational experiment

In this section, we describe the practical implementation of the procedure that constructs the
Bellman function layers through independent computations by computational nodes and optimizes
the starting point. Let us start by considering the implementation of the independent computations
scheme. Assume that each layer connected with K ∈ CN−1 is processed by several computational
cores that share RAM. These cores together are called a computational node of the cluster; the
latter is thus a union of computational nodes.

Data storage. Let us consider data storage on a single node of the cluster. For every set
of objective points K, we may have to store the shortest paths set (SPS) (that is, the Bellman
function layers) that pass through this set. Every shortest path in SPS differs from other paths
in this SPS by its starting point and is the shortest among all other paths with the same starting
point. An SPS may theoretically have as many paths as the cardinality of the corresponding
set K, however, normally, there are less since not every point of this set can be initial in view of
precedence constraints. In accordance with this, we store SPS in a hash table, with the aim of
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decreasing memory usage compared with an array. The key of the hash table is the bit mask of the
set, where, if a bit at position i is set, then the point i is present in this set.

Main algorithm. The main node reads the input data from a file, which describes the objective
sets that must be visited, the set of starting points, and the address pairs (precedence constraints).
Next, the main node constructs the family

CN−1 = {1, N \ {t} : t ∈ I(1, N )},

every element of which is a cardinality N − 1 set. The sets K ∈ CN−1 are distributed between the
nodes through the MPI protocol. Every node has k computational cores with shared RAM. At the
node connected with the set K ∈ CN−1, the Bellman function layers are shared between the cores
in a uniform way. There is no exchange of data between the cores because the RAM is shared by
all of them; the fragments of state space and the Bellman function layers are distributed between
the cores of a single node through the OpenMP library. Then, in a parallel mode that conforms
to the theoretical scheme [17, 18], which was implemented in [11] (see also [9, 10] for one-element
megalopolises), the layers v1, . . . , vN−1 of the “whole” (suitable for all the initial states from X0)
of the Bellman function are computed. After that, a relatively simple optimization procedure for

vN (x, 1, N ),

x ∈ X0, is conducted, in the spirit of (3.5). This yields the grobal extremum V and the point
x0 ∈ X0 with the property

V [x0] = V. (5.1)

When an optimal solution in the form of a route-track pair is required, in addition to vN−1, it
is necessary to store all the Bellman function layers, which were determined by the main algorithm
(when only the global extremum V and optimal initial state x0 with property (5.1) are required, it
is not necessary to store the mentioned Bellman function layers; it will suffice to have a procedure
for constructing only the single layer vN−1 permitting the intermediary layers to be overwritten).
Thus, assume v0, v1, . . . , vN−1 are known. Then, the main node constructs the optimal route for
the flow where V [x0] = V by means of finding the local extrema in a way similar to [7, 16, 19].

Computational experiment. In this section, we describe the solution of the routing problem
on plane on the Uran supercomputer. The travel cost function is assumed to depend on the set of
pending tasks; it is determined through relations similar to (4.1) (see also [20]); the function f is
assumed to be zero since after all the megalopolises are visited and the corresponded interior jobs
consisting of dismantling the radiating elements are conducted, the cost of return to base will be
zero (since there is nothing to radiate anymore). Let us consider the case where the number of
megalopolises is 48, i. e., N = 48 (in [11] a solution is given for the case of a significantly smaller
dimension: it was assumed there N = 30 and N = 31). The megalopolises are contained inside
circles on the plane. Thus, let the megalopolises, which imitate the entry and exit points to the
spaces with radiation sources, be obtained by discretizing the circles (the boundaries of the near
zones): on every circle, there are 30 equally spaced (in view of the angular distance). To every
megalopolis, we assign a point object that imitates the radiation source in the space the megalopo-
lis describes. The set of admissible starting points X0 consists of 10 elements. In our example,
the set K contains 45 address pairs that define the precedence constraints. Let this set have the
following address pairs:
(38,45) (42,24) (22,7) (23,26) (32,17) (46,31) (34,8) (4,24) (17,8) (3,45) (0,26) (31,7) (3,20) (2,28)
(18,47) (5,40) (36,25) (20,9) (7,6) (47,32) (46,40) (28,8) (33,5) (26,5) (0,34) (43,35) (9,27) (1,2)
(1,37) (0,31) (7,23) (23,28) (39,31) (24,29) (17,45) (44,6) (29,11) (32,25) (2,14) (2,20) (15,36) (37,46)
(21,10) (35,45) (12,37),
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Figure 1. Route and track for visiting 48 megalopolises.

where the first argument specifies the sender and the second argument specifies the receiver. To
verify the theoretical construction in practice, we implemented it in C++ for the Uran supercom-
puter. The program works under a 64-bit Linux operating system. The computational experiment
was conducted on the nodes of the Uran cluster with the following characteristics:

two six-core Intel Xeon X5675 (3.07GHz) processors

192 GB RAM

2 × 12 MB Level 2 cache

8 Tesla M2090 GPUs (6 GB Global Memory)

400 GB local hard disk drive

The experiment used 20 cluster nodes, each of which had 12 cores. Thus, our practical im-
plementation used 240 computational cores. The computations resulted in the starting point,
route and track, see Fig. 1. The following results were obtained: V = 1.417074 (extremum of
the problem); the computation time was 15.772 seconds; the maximum RAM usage for a single
computational node was 26.246 MB.

In a separate computational experiment, we considered the same problem with only 20 points
per megalopolis (recall that those are viewed as exit/entry points into the facility associated with
the megalopolis), equally spaced (with respect to angular distance). The following results were
obtained: V = 1.4208160 (extremum of the problem); the computation time was 13.256 seconds;
the maximum RAM usage for a single computational node was 24.523 MB.

One could note that as the number of cities per megalopolis decreases, the extremum of the
problem increases somewhat; this may be connected with the fact that in the second case there are
fewer possible tracks, which, in its turn, makes the result worse.
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In Fig. 1, the squares denote the admissible starting points. Transparent circles denote the
cities in the megalopolises. Filled circles denote the entry and exit points of the megalopolises and
the radiation sources inside them.

6. Computation with application of greedy algorithm

In this section we consider the solution of our basic problem by greedy algorithm similar to
[33, Section 6] (in connection with construction of optimal algorithm on the base of DP, we note
[7, 16, 19]). Now, we note only brief scheme of the clear greedy algorithm.

Namely, we fix x0 ∈ X0, suppose z(0)
△
= (x0, x0), and consider the problem

c(x0,pr1(z), 1, N ) + cj(z, 1, N ) −→ min, j ∈ I(1, N ), z ∈ Mj. (6.1)

Now, we choose j1 ∈ I(1, N ) and z(1) ∈ Mj1 for which

c(x0,pr1(z
(1)), 1, N ) + cj1(z

(1), 1, N ) =

= min
j∈I(1,N)

min
z∈Mj

[
c
(
x0,pr1(z), 1, N

)
+cj(z, 1, N )

]
.

(6.2)

Then, we obtain that
(pr2(z

(1)), 1, N \ {j1}) ∈ DN−1

Now, we have the above-mentioned position. Consider the problem

c(pr2(z
(1)),pr1(z), 1, N \ {j1}) + cj(z, 1, N \ {j1}) −→ min, j ∈ I(1, N \ {j1}), z ∈ Mj.

We choose j2 ∈ I(1, N \ {j1}) and z(2) ∈ Mj2 for which

c(pr2(z
(1)),pr1(z

(2)), 1, N \ {j1}) + cj2(z
(2), 1, N \ {j1}) =

= min
j∈I(1,N\{j1})

min
z∈Mj

[
c
(
pr2(z

(1)),pr1(z), 1, N \ {j1}
)
+cj(z, 1, N \ {j1})

]
.

(6.3)

Then, we obtain the next inclusion

(pr2(z
(2)), 1, N \ {j1; j2}) ∈ DN−2

The further construction are realized similar to (6.2) and (6.3) up to exhaustion of all list 1, N . We
obtain two next finite processions

(jk)k∈1,N : 1, N −→ 1, N,

(z(k))k∈0,N : 0, N −→ X× X.

In addition, i[x0]
△
= (jk)k∈1,N ∈ A and (z(k))k∈0,N ∈ Zi[x0][x

0]. Of course, the value

Ci[x0][(z
(k))k∈0,N ] ∈ R+ (6.4)

corresponds to our initial state x0 ∈ X0. Therefore, we introduce designation

w[x0]
△
= Ci[x0][(z

(k))k∈0,N ].

The analogous constructions are realized for all x ∈ X0. As a result, we obtain values

w[x], x ∈ X0.
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We choose x0 ∈ X0 by the rule

w[x0] = min
x∈X0

w[x] (6.5)

We consider (6.5) as upper estimate for V and use i[x0] as the solution corresponding to greedy
algorithm.

Consider a variant of computation. We preserve parameters of Section 6: N = 48, |Mj | = 30,
|K| = 45 (concrete address pairs are indicated in Section 5), |X0| = 10. Under computation with
employment of greedy algorithm, the result value

min
x∈X0

w[x] = 1.884528 (6.6)

was obtained. The minimizing point x0 (see (6.5)) coincides with (103.12; 5.06). In this connection,
we recall that, for optimal solution (see Section 5), we have x0 = (100.00; 53.26), for best initial
state. In addition, for extremes realized by optimal and greedy algorithms, we obtain the following
ratio: global extremum achievable by the DP procedure improves the value (6.6) about 25%. Of
course, time of computing under employment of greedy algorithm about 173 seq. (recall that
analogous time for optimal algorithm is 15772 seq.). We note that our greedy algorithm can
be used for solving of problems having big detention. This algorithm was used in problem with
254 megalopolises and |K| = 45. In this case, the value (6.5) and point x0 were obtained during
1687 seq (most of this time was spent on calculating the cost function).

7. Conclusion

In this paper, we consider the issues related to the solving a routing problem with precedence
constraints and complicated travel cost functions aimed at applications connected with conducting
a sequence of actions in a high-radiation area. However, similar problem statements are also present
in other applications. For example, in particular, a “more complex” general statement can be used
to solve a problem connected with CNC plate cutting machines; see, in particular, [22–28]. A
comparison with the latter is natural: both statements are very much oriented towards the practice
and conduct routing with “interior” tasks. Travel cost functions’ dependence on the set of pending
tasks can be connected with the need to account for various constraints of dynamic character
(see, [16]), specifically, a system of penalties. In this problem, the starting point is normally known
in advance — if we consider the engineering problems connected with nesting; however, thinking
in perspective, it may be worthwhile to consider statement (2.10) as a way of tackling the problem
of choosing the initial state of the tool. This may be of importance in view of the characteristic
constraints (rigidity of the whole plate and each item). In connection with TSP and TSP-like
problems, let us note [29] and [30] concerned with two versions of dynamic programming and [31],
which deals with the branch-and-bound method. In connection with construction of production-
oriented heuristics, note [32]. However, it appears that real-life problems connected with routing
have many specific issues and peculiarities, and must thus be treated with special methods (first
and foremost, special heuristics); in this paper, we have endeavored to construct some.
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Abstract: A stable method for numerical solution of a linear operator equation in reflexive Banach spaces
is proposed. The operator and the right-hand side of the equation are assumed to be known approximately.
The corresponding error levels may remain unknown. Approximate operators and their conjugate ones must
possess the property of strong pointwise convergence. The exact normal solution is assumed to be sourcewise
representable and some upper estimate for the norm of its source element must be known. The norm in the
Banach space of solutions is supposed to satisfy the following smoothness-type condition: some function of
the norm must be differentiable. Under these conditions a stability of the method with respect to nonuniform
perturbations in operator is shown and the strong convergence to the normal solution is proved. A boundary
control problem for the one-dimensional wave equation is considered as an example of possible application. The
results of the model numerical experiments are presented.

Keywords: Linear operator equation, Banach space, Numerical solution, Stable method, Sourcewise repre-
sentability, Wave equation.

Introduction

The problem of finding solution to a linear operator equation arises in many fields of applied
mathematics when solving integral equations, some boundary value problems, systems of linear
equations and other linear inverse problems. The known complication that can arise thereby is the
ill-posedness of such inverse problems. This means that small changes in initial data (coefficients
of the system of linear equations, the right-hand sides of equations, boundary data, coefficients
of differential operator, etc.) can cause loss of existence or uniqueness of the perturbed problem
solution or lead to not small changes in this solution. To deal with the issues of such types many
regularization methods were proposed: Tikhonov regularization method [23, 24], residual method
[17], method of quasi-solutions [12], residual principle [16], iterative regularization methods [2]
and many others [3, 10, 21, 22, 25]. Most of them require knowledge of error levels in initial data
approximation or knowledge of some compact set containing a sought solution. In many applications
these assumptions are rather hard to be ensured. Instead of these traditional assumptions our
method requires a sought solution to be sourcewise representable and, moreover, some majorant
for the source norm to be known. It allows anyone who wants to apply the method to focus on
researching corresponding properties of the exact problem.

In this paper we consider a linear operator equation

Au = f (1)

in reflexive Banach spaces H and F, where A ∈ L(H → F ) is a linear bounded operator and f ∈ F
is a given element. It is required to find normal solution u∗, i. e. a solution u∗ to (1) with a minimal

1This work was supported by the grant of Russian Science Foundation (project 14-11-00539).
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norm in the space H:
u∗ = argmin

u∈U
‖u‖H , U = {u ∈ H | Au = f}. (2)

In the sequel the norm of the space H will be supposed to be strictly convex, so the solution u∗ to
the problem (2) is unique, and it exists if equation (1) has a solution [8, Proposition 1.2, p. 35].

Suppose that instead of exact data A and f some of their approximations An ∈ L(H → F ) and
fn ∈ F, n = 1, 2 . . . , are known. The asymptotic properties of the method will be studied under
the condition that the approximate data converge to the exact ones in the following sense:

‖Anu−Au‖F → 0, ∀u ∈ H, ‖A∗
nv −A∗v‖H∗ → 0, ∀ v ∈ F ∗,

‖fn − f‖F → 0 as n→ ∞.
(3)

Here and below A∗ : F ∗ → H∗ and A∗
n : F ∗ → H∗ are operators adjoint to A and An. Note that the

first two limit relations in (3) are weaker than conditions of uniform convergence usually required
in the traditional regularizing procedures [3, 10, 16], [22] – [25]. Also we do not require in (3) the
knowledge of any error levels.

A stable method of solving the problem (2) under perturbations of type (3) in Hilbert spaces
H and F was proposed in [19]. Briefly recall this method for the convenience of comparison. In
[19] the following basic assumptions were accepted:

H1. Spaces H and F are Hilbert and identified with their adjoint spaces in the Riesz sense: H ≃
H∗, F ≃ F ∗.

H2. Equation (1) has a solution.

H3. The solution u∗ to (2) is sourcewise representable: u∗ ∈ R(A∗), where R(A∗) denotes range of
operator A∗ : F → H. It means that there exists a source element v∗ ∈ F such that u∗ = A∗v∗.

H4. Some majorant r∗ of the source norm is known: ‖v∗‖F ≤ r∗.

It is well-known that the solution u∗ to (2) belongs to the closure of R(A∗) [10, Proposition 2.3,
p. 33], so the assumption H3 is rather natural and holds true for any operator A with closed range.

The method from [19] is then formulated as follows: find a solution vn ∈ F to the following
quadratic optimization problem

In(vn) ≤ inf
v∈V

In(v) + εn, εn ≥ 0,

V = {v ∈ F | ‖v‖F ≤ r∗}, In(v) =
1

2
‖A∗

nv‖2H − 〈v, fn〉F ,
(4)

and set element un = A∗
nvn as a final approximation for the sought solution to (2). Here 〈·, ·〉F

denotes the inner product in space F .

Theorem 1 [19]. Let assumptions (3), H1–H4 be fulfilled, let un be an output of the described

method and εn → 0 as n→ ∞. Then the convergence ‖un − u∗‖H → 0 holds true.

The method proposed below is an extension of the described method from [19] to Banach spaces
with smoothness-type property of the norm in space H.

The rest of the paper is organized as follows. In the next Section 2, we formulate some as-
sumptions about the spaces H, F and the special properties of the exact solution. In Section 3 the
method is described, and in the Section 4 its stability is proved. In Section 5 one of the possible
applications to the boundary control problem for the 1-D wave equation is considered, and in final
Section 6 corresponding numerical results are provided.
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1. Basic Assumptions and Auxiliary Statements

The method presented in the next section for Banach spaces requires the following assumptions:

B1. H and F are reflexive Banach spaces.

B2. The norms in H and H∗ are strictly convex.

B3. For the norm in H∗ the Radon–Riesz property holds true: if sequence {gn} ⊂ H∗ converges
weakly to g0 ∈ H∗: gn

w→ g0, and the corresponding sequence of norms also converges: ‖gn‖H∗ →
‖g0‖H∗ , then the sequence {gn} converges strongly: ‖gn − g0‖H∗ → 0.

B4. Let φ ∈ C[0,+∞[ be a continuous strictly increasing function, φ(0) = 0, φ(+∞) = +∞ and let
φ−1 be inverse of φ. Let two functionals P : H → R and K : H∗ → R are defined as

P (u) = p(‖u‖H), p(x) =

∫ x

0
φ(ξ) dξ,

K(g) = k(‖g‖H∗), k(x) =

∫ x

0
φ−1(ξ) dξ.

(1.1)

These functional are assumed to be Fréchet differentiable: P ∈ C1(H), K ∈ C1(H∗).

B5. Equation (1) has a solution.

B6. The solution u∗ to (2) is sourcewise representable in the following sense: there exists an element
v∗ ∈ F ∗ such that u∗ = JHA∗v∗, where mapping JH : H∗ → H is defined as

JHg = K ′(g), ∀g ∈ H∗. (1.2)

B7. Some majorant r∗ of the source norm is known: ‖v∗‖F ∗ ≤ r∗.

Remark 1. Using reflexivity of H and Asplund’s duality mapping representation theorem
[5, Theorem 4.4, p. 26], it is not hard to see that JH defined in (1.2) is in fact duality mapping
with weight (or gauge) function φ−1(x).

Let us explain the meaning of the assumption B6. As in the case of Hilbert spaces H and F ,
this assumption is fulfilled for operators A with closed range. The corresponding proof will be
presented now.

Theorem 2. Let assumptions B1, B2, B4, B5 be fulfilled and Au∗ = f . Then u∗ is solution

to (2) if and only if

P ′(u∗) ∈ R(A∗), (1.3)

where R(A∗) is closure of R(A∗).

P r o o f. Let u∗ be a solution to (2). Let us prove that (1.3) takes place. Consider the following
minimization problem:

P (u) → min, Au = f. (1.4)

Since function p(x) is strictly increasing and P (u) = p(‖u‖H), this problem is equivalent to (2), and
the element u∗ is the unique solution to (1.4). Also consider linear auxiliary minimization problem:

〈P ′(u∗), u〉 → inf, Au = 0. (1.5)
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Here and below, the expression 〈f, u〉 is understood as the value of linear continuous functional
f ∈ H∗ on the element u ∈ H. Notice that optimal value of minimizing functional in (1.5) is
nonnegative. Indeed, if there exists an element û ∈ H such that 〈P ′(u∗), û〉 < 0 and Aû = 0, then
we can consider elements uα = u∗ + αû, α ≥ 0. Using definition of Fréchet derivative we get

P (uα) = P (u∗) + α〈P ′(u∗), û〉+ o(α),

where o(α)/α → 0 as α → 0. It means that for all sufficiently small α > 0 P (uα) < P (u∗) and
Auα = Au∗ + αAû = Au∗ = f , so u∗ is not the solution to (1.4). This contradiction shows that
〈P ′(u∗), u〉 ≥ 0 for all u ∈ H such that Au = 0, i. e. for all u ∈ N(A), where N(A) denotes the
kernel of A. Since the kernel N(A) is a linear subspace of H, it means that 〈P ′(u∗), u〉 = 0 for all
u ∈ N(A). In other words, we have

P ′(u∗) ∈ (N(A))⊥ , (N(A))⊥ = {g ∈ H∗ | 〈g, u〉 = 0, ∀u ∈ N(A)}, (1.6)

and equality (N(A))⊥ = R(A∗) (see [13, Theorem 1∗, p. 357], using reflexivity of H) allows us to
pass from (1.6) to (1.3).

On the other hand, let u∗ be a solution to (1) and let inclusion (1.3) be fulfilled. We want to
prove that u∗ = û, where û is a solution of (2). Let us suppose that u∗ 6= û. Notice that under
assumptions B2, B4 operator P ′(u) is strictly monotonic and that is why the following inequality
holds true:

〈P ′(u∗)− P ′(û), u∗ − û〉 > 0. (1.7)

It was proved above that û satisfies the condition (1.3), therefore P ′(u∗) − P ′(û) ∈ R(A∗). With
inequality (1.7) it implies that there exists an element v̂ ∈ F ∗ such that 〈A∗v̂, u∗ − û〉 > 0, but
〈A∗v̂, u∗ − û〉 = 〈v̂,Au∗ − Aû〉 = 〈v̂, f − f〉 = 0. This contradiction means that our assumption
u∗ 6= û is not true, so u∗ is indeed a solution to (2). �

Lemma 1. Let assumptions B1, B2, B4 be fulfilled. Then K ′(P ′(u)) = u, ∀u ∈ H and

P ′(K ′(g)) = g, ∀g ∈ H∗.

P r o o f. Let us extend functions p(x) and k(x) defined in (1.1) to the region x ≤ 0 in the
even way: k(x) = k(−x), p(x) = p(−x). Then these extensions will be convex dual. Indeed, for
all x ∈ R concave function xy − k(y) of variable y attains its maximum when x − k′(y) = 0, i. e.
φ−1(y) = x. It means that

sup
y∈R

(xy − k(y)) = xφ(x)− k(φ(x)) = xφ(x)−
∫ φ(x)

0
φ−1(ξ) dξ. (1.8)

Note that the following equality takes place for any strictly increasing smooth function ψ ∈ C1(R):

xψ(x)−
∫ ψ(x)

0
ψ−1(ξ) dξ = xψ(x) −

∫ x

0
χψ′(χ) dχ =

∫ x

0
ψ(χ) dχ. (1.9)

Passing in (1.9) to the limit as ψ → φ, ψ−1 → φ−1 uniformly on any segment [a, b], we obtain from
(1.8) that

k∗(x) = sup
y∈R

(xy − k(y)) =

∫ x

0
φ(χ) dχ = p(x), ∀x ∈ R,

so k∗(x) = p(x). Applying Fenchel–Moreau theorem [8, Proposition 4.1, p.18] we get k∗∗ = p∗ = k,
so functions k and p are dual. Then we get the duality of functions P (u) = p(‖u‖H) and
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K(g) = k(‖g‖H∗) (see [8, Proposition 4.2, p.19] ). Finally, we pass to the lemma statement using
the relation between subgradients of dual functions [8, Corollary 5.2, p. 22]. �

Applying lemma 1 to (1.3) and using notation (1.2) we get the main result concerning assump-
tion B6.

Corollary 1. Let assumptions B1, B2, B4, B5 be fulfilled and let u∗ be a solution to (1):
Au∗ = f . Then u∗ is solution to (2) if and only if

u∗ ∈ JHR(A∗). (1.10)

It means that assumption B6 is fulfilled for all operators A with closed range. For other
operators this assumption contains additional requirement to the normal solution u∗, but it is
rather close to the necessary condition (1.10).

2. Description of the Method

The algorithm proposed below in Banach spaces to find the normal solution (2) to the equa-
tion (1) in case of approximate data An, fn, n = 1, 2, . . . , is similar to its Hilbert version (4)
from [19].

1. For the fixed sequence number n find an element vn ∈ V that satisfies the conditions

In(vn) ≤ inf
v∈V

In(v) + εn,

V = {v ∈ F ∗ | ‖v‖F ∗ ≤ r∗}, In(v) = K
(
A∗
nv

)
− 〈v, fn〉,

(2.1)

where r∗ is taken from assumption B7 and εn ≥ 0 is a parameter that allows to solve the
optimization problem In(v) → inf, v ∈ V approximately.

2. Set un = JHA∗
nvn as an approximate solution to (2).

Remark 2. Note that for Hilbert spaces H and F we can take φ(x) = φ−1(x) = x. Then
K(u) = P (u) = ‖u‖2H/2 and JHu = K ′(u) = u. In this case method (2.1) fully coincides with the
method from [19].

Remark 3. As in [19] instead of V we can use in (2.1) sets

Vn = {v ∈ F ∗
n | ‖v‖F ∗ ≤ r∗},

where F ∗
n is a closed subspace of F ∗ such that A∗

nF
∗
n = R(A∗

n). In this case the proof of the
method convergence does not change. For finite-dimensional approximate operators An and A∗

n

which are usually used in practical computations, it makes possible to choose finite-dimensional
subspaces F ∗

n for variations of sources v. In this case, problem In(v) → inf, v ∈ Vn turns into
a finite-dimensional problem of minimization a smooth convex function In(v) on a ball Vn. Note
that ball is one of the simpliest convex closed bounded set with a non-empty interior. For an
approximate solution of such problems, more precisely, an approximate solution by the value of
the function, there is a well-developed arsenal of numerical methods.
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3. Proof of Convergence

Let us examine the behavior of the approximate solutions un when perturbed data An, fn
asymptotically approach their exact values A, f in the sense of (3). To do this we need the
following equivalent reformulation of the problem (2).

Lemma 2. Let assumptions B1, B2, B4–B6 be fulfilled. Then an element u∗ ∈ H is the solution

to (2) if and only if it can be represented as u∗ = JHA∗v̂, where v̂ is a solution to the following

optimization problem:

K (A∗v)− 〈v, f〉 → min, v ∈ F ∗. (3.1)

P r o o f. The problem (3.1) is a smooth and convex one without constraints, so it is equivalent
to finding an element v ∈ F ∗ on which the derivative of the functional vanishes [8, Proposition 2.1,
p. 36]:

AK ′ (A∗v)− f = 0.

Taking into account (1.2), this equation is equivalent to a system of two equations for the unknowns
(u, v) ∈ H × F ∗:

Au = f, u = JHA∗v. (3.2)

Let u∗ be a solution to (2). Then it follows from assumption B6 that u∗ satisfies (3.2). On the
other hand, if u∗ satisfies (3.2) then using corollary 1 we get that u∗ is the solution to (2). �

Now we are ready to prove convergence of the method.

Theorem 3. Let assumptions B1–B7 and conditions (3) be fulfilled. Let un be a final output

of the method described above and εn → 0 as n→ ∞. Then ‖un − u∗‖H → 0 as n→ ∞.

P r o o f. Space F ∗ is reflexive, and set V defined in (2.1) is convex, bounded and closed,
therefore family vn ∈ V has in F ∗ a weak limit point v0 ∈ V [7, V. 4.7, p. 425]: vnm

w→ v0 as
m→ ∞. In order to simplify notation, we will omit symbol m from the subsequence nm and write
vn

w→ v0, n→ ∞. Then due to the strong pointwise convergence of An to A we have

A∗
nvn

w→ A∗v0. (3.3)

FunctionalK(g) is convex and continuous, hence it is weakly lower semicontinuous [9, Proposition 5,
p. 74]. Denote I(v) = K(A∗v)− 〈v, f〉 and notice that the following inequalities are valid:

I(v0) ≤ lim In(vn) ≤ lim In(vn) ≤ lim
(
In(v0) + εn

)
= I(v0). (3.4)

The first inequality in (3.4) is due to weak lower semicontinuity of K(g) and strong convergence
‖fn − f‖F → 0. The third inequality follows from (2.1) and the inclusion v0 ∈ V . The equality is
due to (3). From (3.4) it follows that there exists lim In(vn) = I(v0), i. e.

K
(
A∗
nvn

)
− 〈vn, fn〉 → K(A∗v0)− 〈v0, f〉.

Since 〈vn, fn〉 → 〈v0, f〉 we also have

K (A∗
nvn) → K(A∗v0), ‖A∗

nvn‖H∗ → ‖A∗v0‖H∗ , (3.5)

where the last convergence takes place because the function k(x) is strictly increasing. Using (3.3),
(3.5) and Radon–Riesz property of norm from assumption B3, we get strong convergence

‖A∗
nvn −A∗v0‖H∗ → 0. (3.6)
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Since source element v∗ from assumption B6 belongs to V , it follows from (2.1) that In(vn) ≤
In(v∗) + εn. Passing to a limit and using (3.6) and convergence 〈vn, fn〉 → 〈v0, f〉, we get
I(v0) ≤ I(v∗). Lemma 2 states that v∗ is a solution to global optimization problem (3.1). That is
why

I(v0) = I(v∗) ≤ I(v), ∀v ∈ F ∗.

This means that v0 is also a solution to the problem (3.1), so using lemma 2 once more, but in
opposite direction, we obtain that the only solution u∗ to the problem (2) can be represented by
the source v0:

u∗ = JHA∗v0.

Assumption B4 implies strong continuity of JH , which with (3.6) leads to the limit relation

‖un − u∗‖H = ‖JHA∗
nvn − JHA∗v0‖H → 0. (3.7)

Notice that our proof holds true for all weak limit points v0 ∈ V , and that is why convergence (3.7)
is valid for arbitrary family of approximate data An, fn possessing asymptotic properties (3). �

4. Application to the Boundary Control Problem

In order to illustrate the application ability of the method, consider the following model bound-
ary control problem for one-dimensional wave equation:

ytt(t, x) = yxx(t, x), (t, x) ∈ (0, T )× (0, l),

y|x=0 = u(t), y|x=l = 0, t ∈ (0, T ),

y|t=0 = 0, yt|t=0 = 0, x ∈ (0, l).

(4.1)

The goal of control actions u(t) is to drive the system to a given final state f(x) = (f0(x), f1(x))
at a given time T ≥ 2l:

y|t=T = f0(x), yt|t=T = f1(x), x ∈ (0, l). (4.2)

The spaces H and F of controls u(t) and target states f(x) are the following ones:

H = Lp(0, T ), F = Lp(0, l) ×W−1
p (0, l), 1 < p <∞. (4.3)

Here Lp(a, b) is Lebesgue space of measurable functions φ defined on (a, b) with integrable |φ|p

on (a, b). Space W−1
p (0, l) is adjoint to Sobolev space

◦
W 1

q(0, l) of functions φ ∈ Lq(0, l) having the
first derivative φ′ ∈ Lq(0, l) and vanishing at both endpoints: φ(0) = φ(l) = 0. The numbers p
and q are adjoint: 1/p + 1/q = 1. The norms are defined as follows:

‖u‖pLp(0,T )
=

∫ T

0
|u(t)|p dt, ‖f1‖W−1

p (0,l) = sup
‖w‖ ◦

W1
q(0,l)

≤1
〈f1, w〉,

‖w‖q
◦

W 1
q(0,l)

=

∫ l

0
|w′(x)|q dx, ‖f‖pF = ‖f0‖pLp(0,l)

+ ‖f1‖p
W−1

p (0,l)
.

(4.4)

Let us also consider adjoint problem [15, 26]:

ptt(t, x) = pxx(t, x), (t, x) ∈ (0, T ) × (0, l),

p|x=0 = 0, p|x=l = 0, t ∈ (0, T ),

p|t=T = v0(x), pt|t=T = −v1(x), x ∈ (0, l).

(4.5)
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Analogously to [11] it can be proved that linear operator

A∗v = px |x=0, A∗ : F ∗ =
◦
W 1

q(0, l) × Lq(0, l) → H∗ = Lq(0, T ), (4.6)

is well-defined and bounded: A∗ ∈ L(F ∗ → H∗). Then its adjoint operator

A∗∗u = Au = (y |t=T , yt |t=T ) , A : H → F,

is also linear and bounded: A ∈ L(H → F ), so the boundary control problem (4.1), (4.2) can be
reformulated as equation (1) in Banach spaces H and F . We will find its normal solution u∗ with
property (2).

Let us prove that all assumptions B1–B7 are fulfilled for this problem. It is well known that
assumptions B1, B2 and B3 are satisfied (see [20, Section 36, p. 78], [1, Theorem 3.6, p. 61] and
[20, Section 37, p. 78]). Assumption B4 will be satisfied if we take function φ(x) = xp−1 and define
functionals

P (u) =
1

p
‖u‖pLp(0,T )

, K(g) =
1

q
‖g‖qLq(0,T )

.

Both of them have continuous Fréchet derivatives:

〈P ′(u), u〉 =
∫ T

0
|u(t)|p−1 sgnu(t)u(t) dt, ∀u, u ∈ Lp(0, T ),

〈K ′(g), g〉 =
∫ T

0
|g(t)|q−1 sgn g(t)g(t) dt, ∀g, g ∈ Lq(0, T ).

Continuity of K ′(u), P ′(g) can be established using a partial converse of the Lebesgue dominated
convergence theorem [4, Theorem 4.9, p. 94]. In order to check the assumptions B5–B7 we prove
observability inequality [26]:

‖A∗v‖H∗ ≥ µ‖v‖F ∗ , ∀v ∈ F ∗. (4.7)

Theorem 4. Let spaces H, F and their norms be defined in (4.3), (4.4), operator A∗ be defined

in (4.6) and T ≥ 2l. Then inequality (4.7) holds true with constant µ = 1.

P r o o f. Let us denote g(t) = (A∗v) (t) = px(t, 0), t ∈ (0, T ). Then fixing some x ∈ (0, l) and
integrating differential equation from (4.5) along characteristic {(τ, ξ) | ξ ∈ [0, x], τ = T − (x− ξ)}
we get

pt(T, x)− px(T, x) = pt(T − x, 0)− px(T − x, 0) = −g(T − x).

Analogously after integrating differential equation along characteristics τ = T − (ξ − x), ξ ∈ [x, l],
and τ = T − (l − x)− (l − ξ), ξ ∈ [0, l], we obtain

pt(T, x) + px(T, x) = pt(T − (l − x), l) + px(T − (l − x), l) = px(T − (l − x), l),

−px(T − (l − x), l) = pt(T − (l − x), l)− px(T − (l − x), l) =

= pt(T − (l − x)− l, 0)− px(T − (l − x)− l, 0) = −g(T − 2l + x),

so

pt(T, x) + px(T, x) = g(T − 2l + x),

pt(T, x) =
1

2
(g(T − 2l + x)− g(T − x)) , px(T, x) =

1

2
(g(T − 2l + x) + g(T − x)) .
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Then using Jensen’s inequality we obtain

‖v‖qF ∗ =

∫ l

0
(|pt(T, x)|q + |px(T, x)|q) dx ≤

∫ l

0
(|g(T − 2l + x)|q + |g(T − x)|q) dx =

=

∫ T

T−2l
|g(t)|q dt ≤ ‖g‖qLq(0,T )

= ‖A∗v‖qH∗ .

It means that the constant µ in (4.7) is equal to 1. �

Remark 4. The value of µ = 1 is adequate for T being close to 2l, but becomes too rough for
sufficiently large T . Using a slightly modified technique, one can obtain for µ another expression
of the form µ = C · (T − 2l) (with a constant C > 0 independent on T ) being more preferable for
sufficiently large T .

It follows from observability inequality (4.7) that R(A) = F [14, Theorem 3.6, p. 13], so
the assumption B5 is fulfilled. Then the closedness of R(A) implies closedness of R(A∗) [14,
Theorem 3.7, p. 13], and with the help of corollary 1 the validity of the assumption B6 is proved.

Remark 5. Note that, despite of closedness of R(A∗), even in the case of Hilbert spaces (p = 2)
the problem (4.1), (4.2) is unstable when approximate operators An are constructed using finite
difference space semi-discrete scheme, as it was shown in [26]. Using fully discrete schemes with
inequal time and space mesh steps is also noted in [26] as a practice that leads to instabilities.
Indirectly it was illustrated by non-regularized computations in [6].

To find a value r∗ for the source norm estimate from assumption B7 take into account, that ele-
ment v∗ is the unique source (due to (4.7)) for the solution u∗ and satisfies the following conditions:

‖A∗v∗‖qLq(0,T )
=

∫ T

0
|(A∗v∗) (t)|q dt =

∫ T

0
|(A∗v∗) (t)|q−1 (A∗v∗) (t) sgn (A∗v∗) (t) dt =

= 〈A∗v∗,K
′(A∗v∗)〉 = 〈v∗,AJHA∗v∗〉 = 〈v∗, f〉 ≤ ‖v∗‖F ∗‖f‖F .

(4.8)

Inequality (4.7) brings us to

µq‖v∗‖qF ∗ ≤ ‖A∗v∗‖qH∗ ≤ ‖v∗‖F ∗‖f‖F ,

i. e.
‖v∗‖F ∗ ≤ µ−p‖f‖p/qF ≡ r∗.

In our case µ = 1, so r∗ = ‖f‖p/q, and assumption B7 is true. In practice, if we know only
approximate target fn, we can take r∗ = ‖fn‖p/q + γ with some fixed γ > 0.

Remark 6. Note that inequality of type (4.8) can be obtained not only in the case H = Lp(0, T ).
For abstract spaces, using Asplund’s theorem [5, Theorem 4.4, p. 26], the following estimate can
be established for the source v∗ of the solution u∗:

h (‖A∗v∗‖H∗) ≤ ‖v∗‖F ∗‖f‖F , h(x) = xφ−1(x).

Remark 7. The method can also be applied to solve boundary control problems of type (4.1)
for the one-dimensional wave equation with variable coefficients ρ, k ∈ BV [0, l], q ∈ C[0, l]:

ρ(x)ytt(t, x) = (k(x)yx(t, x))x − q(x)y(t, x), (t, x) ∈]0, T [×]0, l[

for all T ≥ 2
∫ l
0

√
ρ(x)/k(x) dx. In this paper the case ρ(x) = k(x) = 1, q(x) = 0 was considered

for simplicity of proving observability inequality (4.7).
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5. Numerical Experiments

Numerical experiments were produced for the problem (4.1) with l = 1, T = 3 = 3l > 2l, p = 3
and µ = 1. As a terminal target state f = (f0(x), f1(x)) we choose

f0(x) = u∗(3l − x)− u∗(l + x) + u∗(l − x), 0 < x < l,

f1(x) = u′∗(3l − x)− u′∗(l + x) + u′∗(l − x), 0 < x < l,
(5.1)

where

u∗(t) =





3l/4 − |t− 3l/4| , 0 < t < 3l/2,

3
√
3 (|t− 7l/4| − l/4) , 3l/2 < t < 2l,

3l/4 − |t− 11l/4| , 2l < t < 3l.

Note that at first we chose control u∗(t) such that u∗ ∈ JHR(A∗). After that using explicit
expressions for the solution of boundary value problem (4.1) we defined target f = Au∗, so according
to corollary 1 it means that u∗(t) is the solution to (2). Plots of u∗(t) and f(x) are shown at Figure 1
and Figure 2 respectively.
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Figure 1. Plot of the exact control u∗(t)

Approximate operator An was built similar to [18] using three-layer explicit difference scheme
on a uniform grid with M nodes on segment [0, l] and N nodes on [0, T ]. Approximate terminal
state fn was produced by discretization of functions (5.1) and by adding random noise of fixed
level δ = ‖fn − fd‖F /‖fd‖F , where fd is discretized function (5.1). The Table 1 presents some
relative errors ǫ = ‖un−u∗‖H/‖u∗‖H (where H = L3(0, 1)) of finding control u∗(t) by the method,
depending on grid parameters M , N and noise level δ in target state. Some typical plots of
approximate controls un(t) are presented at Figure 3 and Figure 4.

As it can be seen from Table 1, errors of the method are quite acceptable and decrease with
grid refinement and noise vanishing, that agrees with the theoretical conclusions stated above. It is
curious that the numerical results are sensitive to small variations in the steps of the difference grid
near their equal values when the stability condition of the difference scheme is satisfied. Of course,
other methods oriented to problems of the type (4.1) can give better results. The main advantages
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(a) Plot of f0(x)
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Figure 2. Plot of the exact terminal state f(x)

N M δ ǫ

150 50 0% 6.67%

155 50 0% 4.27%

150 50 8% 20.3%

155 50 8% 19.9%

300 100 0% 3.21%

310 100 0% 2.08%

300 100 4% 19%

310 100 4% 11.5%

600 200 0% 1.16%

620 200 0% 0.97%

600 200 2% 12.6%

620 200 2% 5.11%

Table 1. Relative errors ǫ = ‖un − u∗‖H/‖u∗‖H of the method

of our method are its universality, the possibility of applying to a wide class of ill-posed problems
in Banach spaces and also the existence of a theoretical base in the form of assumptions B1–B7.

6. Conclusion

In the paper a numerical method for the linear equation in Banach spaces is proposed. The main
advantage of the method is its applicability to problems with non-uniformly perturbed operator.
However, inequalities like (4.7) with explicit values of µ can be obtained only in limited number
of applications, so in practice the problem of choosing an appropriate value of the important
parameter r∗ can occur sufficiently difficult. We also note that for uniformly convex Banach spaces
it seems possible to obtain error estimate of the proposed method.



A stable method for linear equation in Banach spaces 67

0 0.5 1 1.5 2 2.5 3
−1.5

−1

−0.5

0

0.5

1

t

u
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(a) Subcase δ = 0%
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Figure 3. Plots of approximate solution ũ(t) = un(t) in comparison to exact solution u∗(t) in the case
N = 155, M = 50
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Abstract: Makhnev and Nirova have found intersection arrays of distance-regular graphs with no more
than 4096 vertices, in which λ = 2 and µ = 1. They proposed the program of investigation of distance-regular
graphs with λ = 2 and µ = 1. In this paper the automorphisms of a distance-regular graph with intersection
array {39, 36, 4; 1, 1, 36} are studied.
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Introduction

We consider undirected graphs without loops and multiple edges. Our terminology and notation
are mostly standard and could be found in [1]. Given a vertex a in a graph Γ, we denote by Γi(a)
the subgraph induced by Γ on the set of all the vertices of Γ, that are at the distance i from a. The
subgraph [a] = Γ1(a) is called the neighbourhood of a vertex a. Let Γ(a) = Γ1(a), a

⊥ = {a} ∪ Γ(a).
If graph Γ is fixed, then we write [a] instead of Γ(a).

The incidence system with the set of points P and the set of lines L is called α-partial geometry

of order (s, t) if each line contains exactly s + 1 points, each point lies exactly on t+ 1 lines, any
two points lie on no more than one line, and for any antiflag (a, l) ∈ (P,L) there are exactly α lines
passing through a and intersecting l. This geometry is denoted by pGα(s, t).

In the case α = 1, the geometry pGα(s, t) is called a generalized quadrangle and is denoted
by GQ(s, t). A point graph of this geometry is defined on the set of points P and two points are
adjacent if they lie on a line. The point graph of a geometry pGα(s, t) is strongly regular with
parameters v = (s + 1)(1 + st/α), k = s(t + 1), λ = s − 1 + t(α − 1), µ = α(t + 1). A strongly
regular graph with such parameters for some natural numbers α, s, t is called a pseudo-geometric

graph for pGα(s, t).

If vertices u,w are at distance i in Γ, then by bi(u,w) (respectively, ci(u,w)) we denote the
number of vertices in Γi+1(u) ∩ [w] (respectively, Γi−1(u) ∩ [w]). A graph Γ of diameter d is called
distance-regular with intersection array {b0, b1, . . . , bd−1; c1, . . . , cd} if the values bi(u,w) and ci(u,w)
do not depend on the choice of vertices u,w at distance i in Γ for each i = 0, ..., d. Note that, for a

1This work is partially supported by RSF, project 14-11-00061P
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distance-regular graph, b0 is the degree of the graph and c1 = 1. For a subset X of automorphisms
of a graph Γ, Fix(X) denotes the set of all vertices of Γ, fixed with respect to any automorphism
of X. Further, by plij(x, y) we denote the number of vertices in a subgraph Γi(x)∩Γj(y) for vertices
x, y at distance l in Γ.

A graph is said to be vertex-symmetric if its automorphism group acts transitively on the set
of its vertices.

In [2], intersection arrays of distance-regular graphs with λ = 2, µ = 1 and with the number
of vertices at most 4096 were found. A.A. Makhnev and M.S. Nirova proposed an investigation
program of automorphisms of distance-regular graphs from the obtained list.

Proposition 1. [2] Let Γ be a distance-regular graph with λ = 2, µ = 1, which has at most 4096
vertices. Then Γ has one of the following intersection arrays:

(1) {21, 18; 1, 1}(v = 400);

(2) {6, 3, 3, 3; 1, 1, 1, 2} (Γ is a generalized octagon of order (3, 1), v = 160), {6, 3, 3; 1, 1, 2}
(Γ is a generalized hexagon of order (3, 1), v = 52), {12, 9, 9; 1, 1, 4} (Γ is a generalized hexagon

of order (3, 3), v = 364), {6, 3, 3, 3, 3, 3; 1, 1, 1, 1, 1, 2} (Γ is a generalized dodecagon of order (3, 1),
v = 1456);

(3) {18, 15, 9; 1, 1, 10}(v = 1 + 18 + 270 + 243 = 532, Γ3 is a strongly regular graph);
{33, 30, 8; 1, 1, 30}, {39, 36, 4; 1, 1, 36}, {21, 18, 12, 4; 1, 1, 6, 21}.

In this paper we study automorphisms of a hypothetical distance-regular graph Γ with inter-
section array {39, 36, 4; 1, 1, 36}. The maximal order of a clique C in Γ is not more than 4. A graph
with intersection array {39, 36, 4; 1, 1, 36} has v = 1 + 39 + 1404 + 156 = 1600 vertices and the
spectrum 391, 7675,−1156,−6768.

Theorem 1. Let Γ be a distance-regular graph with intersection array {39, 36, 4; 1, 1, 36},
G = Aut(Γ), g is an element of prime order p in G and Ω = Fix(g) contains exactly s vertices

in t antipodal classes. Then π(G) ⊆ {2, 3, 5} and one of the following statements holds:

(1) Ω is an empty graph and either p = 2, α1(g) = 10r + 26m+ 12 and α3(g) = 80r or p = 5,
α1(g) = 65n + 10l + 10 and α3(g) = 200l;

(2) Ω is an n-clique and one of the following statements holds:

(i) n = 1, p = 3, α1(g) = 15l + 24 + 39m and α3(g) = 120l + 36,

(ii) n = 2, p = 2, α1(g) = 10l + 26m and α3(g) = 80l − 8,

(iii) n = 4, p = 2, α1(g) = 10l + 26m+ 14 and α3(g) = 80l − 16 or p = 3,
α1(g) = 10l + 39m+ 1, l is congruent to −1 modulo 3 and α3(g) = 120l + 24;

(3) Ω consists of n vertices pairwise at distance 3 in Γ, p = 3, n ∈ {4, 7, ..., 40},
α3(g) = 120l + 40− 4n and α1(g) = 15l + 30 + 39m− 6n;

(4) Ω contains an edge and is a union of isolated cliques, any two vertices of different cliques

are at distance 3 in Γ, and either p = 3 and the orders of these cliques are 1 or 4, or p = 2 and

the orders of these cliques are 2 or 4;

(5) Ω contains vertices that are at distance 2 in Γ and p ≤ 3.

If Γ is a distance-regular graph with the intersection array {39, 36, 4; 1, 1, 36} then Γ3 is a
pseudo-geometric for pG3(39, 3).

Theorem 2. Let Γ be a strongly regular graph with parameters (1600, 156, 44, 12), G = Aut(Γ),
g is an element of prime order p in G and ∆ = Fix(g). Then p ≤ 43 and the following statements

hold :

(1) if ∆ is an empty graph, then p = 2 and α1(g) = 80s or p = 5 and α1(g) = 200t;

(2) if ∆ is an n-clique, then one of the following statements holds:
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(i) n = 1, p = 2 and α1(g) = 80s − 4, or p = 3 and α1(g) = 120t + 36, or p = 13 and

α1(g) = 520l + 156,

(ii) n ∈ {4, 7, 10, ..., 40}, p = 3 and α1(g) = 120t+ 40− 4n,

(iii) n = 9, p = 37 and α1(g) = 444;

(3) if ∆ is an m-coclique, where m > 1, then either p = 2, m ∈ {4, 6, 8, ..., 40} and

α1(g) = 80s − 4m or p = 3, m ∈ {4, 7, 10, ..., 40} and α1(g) = 120t+ 40− 4m;

(4) if ∆ contains an edge and is an union of isolated cliques, then p = 3;

(5) if ∆ contains a geodesic 2-path, then p ≤ 43.

Corollary 1. Let Γ be a distance-regular graph with intersection array {39, 36, 4; 1, 1, 36} and

nonsolvable group G = Aut(Γ) acts transitively on the set of vertices of Γ. If a is a vertex of Γ, T̄ is

the socle of the group Ḡ = G/O5′(G), then T̄ = L×M , and each of subgroups L,M is isomorphic

to one of the following groups: Z5, A5, A6 or PSp(4, 3).

If |T̄ : T̄a| = 402, then O5′(G) = 1 and this case is realized if one of the following statements
holds:

(1) L ∼=M ∼= PSp(4, 3), |L : La| = |M :Ma| = 40,
(2) L ∼= PSp(4, 3), |L : La| = 40, M ∼= A6 and |Ma| = 9,
(3) L ∼=M ∼= A6 and |La| = |Ma| = 9.

1. Proof of Theorem 2

First we give auxiliary results.

Lemma 1. [2, Theorem 3.2] Let Γ be a strongly regular graph with parameters (v, k, λ, µ) and

with the second eigenvalue r. If g is an automorphism of Γ and ∆ = Fix(g), then

|∆| ≤ v ·max{λ, µ}/(k − r).

By Lemma 1, for a strongly regular graph with parameters (1600, 156, 44, 12) we have
|∆| ≤ 1600 ·max{44, 12}/(156 − 36), |∆| ≤ 586.

Lemma 2. Let Γ be a distance regular graph with intersection array {39, 36, 4; 1, 1, 36}. Then

for intersection numbers of Γ the following statements hold :

(1) p111 = 2, p112 = 36, p122 = 1224, p123 = 144, p133 = 12;

(2) p211 = 1, p212 = 34, p213 = 4, p222 = 1229, p223 = 140, p233 = 12;

(3) p312 = 36, p313 = 3, p322 = 1260, p323 = 108, p333 = 44.

P r o o f. This follows from [1, Lemma 4.1.7]. �

The proofs of Theorems 1 and 2 are based on Higman’s method of working with automorphisms
of a distance-regular graph, presented in the third chapter of Cameron’s book [4].

Let Γ be a distance-regular graph of diameter d with v vertices. Then we have a symmetric
association scheme (X,R) with d classes, where X is the set of vertices of Γ and Ri = {(u,w) ∈ X2|
d(u,w) = i}. For a vertex u ∈ X we set ki = |Γi(u)|. Let Ai be an adjacency matrix of graph Γi.
Then AiAj =

∑

plijAl for some integer numbers plij ≥ 0, which are called the intersection numbers.

Note that plij = |Γi(u) ∩ Γj(w)| for any vertices u,w with d(u,w) = l.

Let Pi be a matrix in which in the (j, l)-th entry is plij. Then eigenvalues k = p1(0), ..., p1(d) of
the matrix P1 are eigenvalues of Γ with multiplicities m0 = 1, ...,md, respectively. The matrices P
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and Q with Pij = pj(i) and Qji = mjpi(j)/ki are called the first and the second eigenmatrices of
Γ, respectively, and PQ = QP = vI, where I is an identity matrix of order d+ 1.

The permutation representation of the group G = Aut(Γ) on the vertex set of Γ naturally gives
the monomial matrix representation ψ of a group G in GL(v,C). The space Cv is an orthogonal
direct sum of the eigenspaces W0,W1, ...,Wd of the adjacent matrix A = A1 of Γ. For every g ∈ G,
we have ψ(g)A = Aψ(g), so each subspace Wi is ψ(G)-invariant. Let χi be the character of a
representation ψWi

. Then for g ∈ G we obtain χi(g) = v−1
∑d

j=0Qijαj(g), where αj(g) is the
number of vertices x of X such that d(x, xg) = j.

Lemma 3. Let Γ be a strongly regular graph with parameters (1600, 156, 44, 12) and with

the spectrum 1561, 36156,−41443, G = Aut(Γ). If g ∈ G, χ1 is the character of ψW1
,

where dim(W1) = 156, then αi(g) = αi(g
l) for any natural number l, coprime to |g|,

χ1(g) = (4α0(g) + α1(g))/40 − 4. Moreover, if |g| = p is a prime, then χ1(g) − 156 is divisi-

ble by p.

P r o o f. We have

Q =





1 1 1
156 36 −4
1443 −37 3



 .

So, χ1(g) = (39α0(g) + 9α1(g) − α2(g))/400. Note that α2(g) = 1600 − α0(g) − α1(g), so χ1(g) =
(4α0(g) + α1(g))/40 − 4. The remaining statements of the lemma follow from Lemma 2 [5]. �

Lemma 4. Let Γ be a distance-regular graph with intersection array {39, 36, 4; 1, 1, 36},
G = Aut(Γ). If g ∈ G, χ1 is the character of ψW1

, where dim(W1) = 675, χ2 is the charac-

ter of ψW2
, where dim(W2) = 156, then αi(g) = αi(g

l) for any natural number l coprime to |g|,
χ1(g) = (44α0(g) + 8α1(g) − α3(g))/104 − 25/13 and χ2(g) = (4α0(g) + α3(g))/40 − 4. Moreover,

if |g| = p is a prime, then χ1(g) − 675 and χ2(g) − 156 are divisible by p.

P r o o f. We have

Q =









1 1 1 1
675 1575/13 −25/13 −225/13
156 −4 −4 36
768 −1536/13 64/13 −256/13









.

This means χ1(g) = (351α0(g)+ 63α1(g)−α2(g)− 9α3(g))/832. Note that α2(g) = 1600−α0(g)−
α1(g)− α3(g), so χ1(g) = (44α0(g) + 8α1(g) − α3(g))/104 − 25/13.

Similarly, χ2(g) = (39α0(g) − α1(g) − α2(g) + 9α3(g))/400. Note that α1(g) + α2(g) = 1600 −
α0(g)− α3(g), so χ2(g) = (4α0(g) + α3(g))/40 − 4.

The remaining statements of this lemma follow from Lemma 2 of [5]. �.

In Lemmas 5–7 we suppose that Γ is a strongly regular graph with parameters (1600, 156, 44, 12),
G = Aut(Γ), g is an element of prime order p from G, αi(g) = pwi for i > 0 and ∆ = Fix(g).
By Delsarts’s boundary the maximal order of a clique K in Γ is not greater than 1 − k/θd, so
|K| ≤ 40. Due to Hoffman’s boundary the maximum order of a coclique C in Γ is not greater than
−vθd/(k − θd), so |C| ≤ 40.

Lemma 5. The following statements hold :

(1) if ∆ is an empty graph, then either p = 2 and α1(g) = 80s or p = 5 and α1(g) = 200t;

(2) if ∆ is an n-clique, then one of the following statements holds:
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(i) n = 1, p = 2 and α1(g) = 80s − 4, or p = 3 and α1(g) = 120t + 36, or p = 13 and

α1(g) = 520l + 156,

(ii) n ∈ {4, 7, 10, ..., 40}, p = 3 and α1(g) = 120t+ 40− 4n,

(iii) n = 9, p = 37 and α1(g) = 444;

(3) if ∆ is an m-coclique, where m > 1, then p = 2, m ∈ {4, 6, 8, ..., 40} and α1(g) = 80s− 4m
or p = 3, m ∈ {4, 7, 10, ..., 40} and α1(g) = 120t + 40− 4m;

(4) if ∆ contains an edge and is an union of isolated cliques, then p = 3.

P r o o f. Let ∆ be an empty graph. As v = 26 · 25, then p is equal to 2 or 5.

In the case p = 2 we have χ1(g) = α1(g)/40 − 4 and α1(g) = 80s.

In the case p = 5 we have χ1(g) = α1(g)/40 − 4 and α1(g) = 200t.

Let ∆ be an n-clique. If n = 1, then p divides 156 and 1443, therefore p ∈ {2, 3, 13}. In the
case p = 2 we have χ1(g) = (4 + α1(g))/40 − 4 and α1(g) = 80s− 4.

In the case p = 3 we have χ1(g) = (4+α1(g))/40−4 and the number (4+3w1)/40 is congruent
to 1 modulo 3. Hence, 4 + 3w1 = 120t+ 40 and α1(g) = 120t + 36.

In the case p = 13 we have χ1(g) = (4+13w1)/40−4 and the number (4+13w1)/40 is congruent
to 4 modulo 13. Hence, 4 + 13w1 = 520l + 160 and α1(g) = 520l + 156.

If n > 1, then for any two vertices a, b ∈ ∆ the element g acts without fixed points on [a]∩[b]−∆,
on [a]− b⊥ and on Γ− (a⊥ ∪ b⊥). Hence, p divides 46− n, 111 and 1332, therefore p ∈ {3, 37}.

In the case p = 3 we have n ∈ {4, 7, 10, ..., 40}. Further, χ1(g) = (4n + α1(g))/40 − 4 and
the number (4n + α1(g))/40 is congruent to 1 modulo 3. Hence, 4n + 3w1 = 120t + 40 and
α1(g) = 120t + 40 − 4n.

In the case p = 37 we have n = 9. Further, χ1(g) = (36 + α1(g))/40 − 4 and the number
(36 + α1(g))/40 is congruent to 12 modulo 37. Hence, α1(g) = 444.

Let ∆ be an m-coclique, where m > 1. Then for any two vertices a, b ∈ ∆ the element g acts
without fixed points on [a] ∩ [b], on [a] − b⊥ and on Γ − (a⊥ ∪ b⊥ ∪∆). Hence, p divides 12, 144
and 1300 −m, therefore p ∈ {2, 3}.

In the case p = 2 we have m ∈ {4, 6, 8, ..., 40}. Further, χ1(g) = (4m + α1(g))/40 − 4 and the
number (4m+ α1(g))/40 is even. Hence, α1(g) = 80s − 4m.

In the case p = 3 we have m ∈ {4, 7, 10, ..., 40}. Further, χ1(g) = (4m+ α1(g))/40 − 4 and the
number (4m+ α1(g))/40 is congruent to 1 modulo 3. Hence, α1(g) = 120t + 40− 4m.

Let ∆ contains an edge and is a union of isolated cliques. Then p divides 12 and 111, there-
fore p = 3. �

Lemma 6. If [a] ⊂ ∆ for some vertex a, then for any vertex u ∈ Γ2(a)−∆ the orbit of u〈g〉 is
a clique or a coclique, and one of the following statements holds:

(1) if on Γ−∆ there are no coclique orbits, then α1(g) = 1600−α0(g), α0(g) = 40l and either

(i) l = 4, p = 2, 3 or

(ii) l = 5, p = 5, 7, or

(iii) l = 6, p = 2, or

(iv) l = 7, p = 3, 11, or

(v) l = 8, p = 2, or

(vi) l = 10, p = 2, 3, 5, or

(vii) l = 12, p = 2, 7, or

(viii) l = 13, p = 3, or

(ix) l = 14, p = 2;

(2) if on Γ −∆ there is a coclique orbit, then p ≤ 3, and if a⊥ = ∆, then p = 3 and α1(g) =
120l + 12.
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P r o o f. Let [a] ⊂ ∆ for some vertex a. Then for any vertex u ∈ Γ2(a) − ∆ the orbit u〈g〉

doesn’t contain a geodesic 2-pathes and is a clique or a coclique.

In the case p ≥ 13 a subgraph [a] ∩ [u] is a 12-clique and for two vertices b, c ∈ [a] ∩ [u] a
subgraph [b] ∩ [c] contains a, 10 vertices from [a] ∩ [u] and p vertices from u〈g〉, so 11 + p ≤ 44,
therefore p ≤ 31.

If on Γ−∆ there are no coclique orbits, then α1(g) = v − |∆| and for a vertex u′ ∈ u〈g〉 − {u}
a subgraph [u] ∩ [u′] contains p − 2 vertices from u〈g〉 and 12 vertices from ∆. Further, χ1(g) =
(3α0(g) + 1600)/40 − 4, χ1(g) − 156 is divisible by p and p divides 3α0(g)/40 − 120. We denote
α0(g) = 40l. Then 4 ≤ l ≤ 14, p divides 40(40 − l) and 3(40 − l). Thus, either l = 4, p = 2, 3, or
l = 5, p = 5, 7, or l = 6, p = 2, 17, or l = 7, p = 3, 11, or l = 8, p = 2, or l = 9, p = 31, or l = 10,
p = 2, 3, 5, or l = 11, p = 29, or l = 12, p = 2, 7, or l = 13, p = 3, or l = 14, p = 2, 13. In the case
p ≥ 13 a subgraph [a] ∩ [u] is a 12-clique and p ≤ 23.

Let p = 17 and b ∈ ∆− a⊥. Then |∆(b)− a⊥| ≤ 82 and |[b]−∆| ≥ 68. For w ∈ [b]−∆ we have
[a] ∩ [w] = [a] ∩ [b] (otherwise w〈g〉 is contained in [b] ∩ [c] for c ∈ [a] ∩ [w] − [b]). A contradiction
with a fact that for two vertices c, d ∈ [a]∩ [w] a subgraph [c]∩ [d] contains 68 vertices from [b]−∆.

Let p = 13. Then |∆−a⊥| = 403. If b ∈ ∆−a⊥ and |[b]−∆| = 13, then for any w ∈ [b]−∆ we
have [a]∩[w] = [a]∩[b] (otherwise w〈g〉 is contained in [b]∩[c] for a vertex c ∈ [a]∩[w]−[b]). Further,
[b] ∩ [w] contains 12 vertices from w〈g〉 and 32 vertices from ∆(b). Hence, for w′ ∈ w〈g〉 − {w} a
subgraph [w]∩ [w′] contains b, 32-clique from ∆(b) and 11 vertices from w〈g〉. A contradiction with
a fact that the order of a clique in Γ is not greater than 40.

If b ∈ ∆−a⊥ and |[b]−∆| = 26, then [b]−∆ = u〈g〉∪w〈g〉. As above, [a]∩[u] = [a]∩[w] = [a]∩[b],
therefore a subgraph {b}∪ ([a]∩ [b])∪u〈g〉 ∪w〈g〉 is a 39-clique. If e ∈ [u]∩∆(b)− [w], then [e]∩ [w]
contains 13 vertices from u〈g〉, a contradiction. So, {b}∪ ([u]∩∆(b))∪u〈g〉 ∪w〈g〉 is a 46-coclique, a
contradiction. If b ∈ ∆− a⊥ and |[b]−∆| ≥ 39, then for any two vertices c, d ∈ [a]∩ [b] a subgraph
[c] ∩ [d] contains a, b and 39 vertices from [b]−∆, a contradiction. Statement (1) is proved.

Let on Γ−∆ there is a coclique orbit u〈g〉. Then [ugi ]∩ [ugj ] does not intersect Γ−∆ for distinct
vertices ugi , ugj , so 145p ≤ |Γ−∆| ≤ 1443, therefore p ≤ 7.

Let us show that p ≤ 3.

Let c ∈ [a] ∩ [u] and [c] ∩ [u] contains exactly γ vertices from [a] ∩ [u]. Then [c] ∩ [u] contains
44−γ vertices outside of ∆ (lying in distinct 〈g〉-orbits) and p(44−γ) ≤ |[c]−∆| ≤ 156−45 = 111.
Hence, 32p ≤ 111.

If a⊥ = ∆, then α0(g) = 157, p divides 1443 and p = 3. Further, χ1(g) = (628 +α1(g))/40− 4,
(628 + α1(g))/40 is congruent to 1 modulo 3 and α1(g) = 120l + 12. �

Lemma 7. The following statements hold :

(1) Γ does not contain proper strongly regular subgraphs with parameters (v′, k′, 44, 12);

(2) p ≤ 43.

P r o o f. Assume that Γ contains proper strongly regular subgraph Σ with parameters
(v′, k′, 44, 12). Then 4(k′−12)+322 = n2, therefore n = 2l, k′ = l2−244, l ≥ 16, Σ has nonprincipal
eigenvalues 16+ l, 16− l and multiplicity of 16+ l is equal to (l− 17)(l2 − 244)(l2 + l− 260)/24l. If
l is odd, then 8 divides (l− 17)(l2 + l− 20), l divides 17 · 61 · 65 and l ∈ {5, 13}. If l is even, then 3
divides (l − 2)(l2 − 1)(l2 + l − 2) and l = 16. In all cases we have contradictions.

If p ≥ 47, then ∆ is a strongly regular graph with parameters (v′, k′, 44, 12), so ∆ = Γ, a
contradiction. �

Theorem 2 follows from Lemmas 5–7.
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2. Proof of Theorem 1

In Lemmas 8–9 it is assumed that Γ is a distance-regular graph with intersection array
{39, 36, 4; 1, 1, 36}, G = Aut(Γ), g is an element of prime order p from G, αi(g) = pwi for i > 0 and
Ω = Fix(g).

Lemma 8. The following statements hold :
(1) if Ω is an empty graph, then either p = 2, α1(g) = 10r + 26m + 12 and α3(g) = 80r =

1600 − α1(g) or p = 5, α1(g) = 65n+ 10l + 10 and α3(g) = 200l;
(2) if Ω is an n-clique, then one of the following statements holds:

(i) n = 1, p = 3, α1(g) = 15l + 24 + 39m and α3(g) = 120l + 36,
(ii) n = 2, p = 2, α1(g) = 10l + 26m and α3(g) = 80l − 8,
(iii) or n = 4, p = 2, α1(g) = 10l + 26m + 14 and α3(g) = 80l − 16 or p = 3,

α1(g) = 10l + 39m+ 1, l is congruent to −1 modulo 3 and α3(g) = 120l + 24;
(3) if Ω consists of n vertices at distance 3 in Γ, then p = 3, n ∈ {4, 7, 10, ..., 40},

α3(g) = 120l + 40− 4n and α1(g) = 15l + 30 + 39m− 6n;
(4) if Ω contains an edge and doesn’t contain vertices at distance 2 in Γ, then Ω is an union of

isolated cliques and any two vertices from different cliques are at distance 3 in Γ, either p = 3 and

the orders of these cliques are equal to 1 or 4, or p = 2 and the orders of these cliques are equal to

2 or 4.

P r o o f. Let Ω be an empty graph and αi(g) = pwi for i ≥ 1. As v = 1600, then p is equal to
2 or 5.

Let p = 2. Then w1 + w2 + w3 = 800 and χ2(g) = w3/20 − 4. Hence, w3 = 40r. Further,
the number χ1(g) = (2w1 − 10r − 25)/13 is odd, therefore w1 = 13m + 6 + 5r. Finally, α2(g) = 0
(if d(u, ug) = 2, then the only vertex from [u] ∩ [ug] belongs to Ω, a contradiction). Therefore
α1(g) = 10r + 26m+ 12 = 1600 − 80r.

Let p = 5. Then w1 + w2 + w3 = 320 and χ2(g) = w3/8 − 4. Hence, w3 = 40l. Finally,
χ1(g) = (5w1 − 25l − 25)/13, therefore w1 = 13n + 5l + 5. Statement (1) is proved.

Let Ω be an n-clique. If n = 1, then p divides 39 and 315, therefore p = 3. We have χ1(g) =
(8α1(g) − α3(g) − 156)/104, χ2(g) = (4 + α3(g))/40 − 4. Therefore the number (4 + α3(g))/40
is congruent to 1 modulo 3, α3(g) = 120l + 36 and the number χ1(g) = (α1(g) − 15l − 24)/13 is
divisible by 3. Hence, α1(g) = 15l + 24 + 39m.

If n > 1, then p divides 4 − n and 36, therefore either n = 2, p = 2, or n = 4, p = 2, 3.
In the first case the number χ2(g) = (8 + α3(g))/40 − 4 is even and α3(g) = 80l − 8. Further,
the number χ1(g) = (α1(g) − 10l)/13 − 1 is odd and α1(g) = 10l + 26m. In the second case
χ2(g) = (16 + α3(g))/40 − 4 and either p = 2, α3(g) = 80l − 16, or p = 3 and α3(g) = 120l + 24.
Further, χ1(g) = (176 + 8α1(g)− α3(g))/104− 25/13 and either p = 2, α1(g) = 10l+ 26m+ 14, or
p = 3 and α1(g) = 10l + 39m+ 1, l is congruent to −1 modulo 3.

Let Ω consists of n vertices at distance 3. As p313 = 3, p333 = 44, then p divides 3 and 46 − n.
Hence, p = 3 and n ∈ {4, 7, 10, ..., 40}. We have χ2(g) = (4n + α3(g))/40 − 4 and the number
(4n+α3(g))/40 is congruent to 1 modulo 3, therefore α3(g) = 120l+40− 4n. Further, the number
χ1(g) = (6n+ α1(g)− 15l − 30)/13 is divisible by 3 and α1(g) = 15l + 30 + 39m− 6n.

Let Ω contains an edge and does not contain vertices at distance 2 in Γ. Then Ω is an union
of isolated cliques, any two vertices from distinct cliques are at distance 3 in Γ. As orders of these
cliques are at most 4, then p ≤ 3. If p = 3, then the orders of these cliques are equal to 1 or 4. If
p = 2, then the orders of these cliques are equal to 2 or 4. �
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Lemma 9. If Ω contains vertices a, b at distance 2 in Γ, then p ≤ 3.

P r o o f. Let Ω contains vertices a, b at distance 2 in Γ and Ω0 is a connected component of Ω
containing a, b.

Assume that the diameter of graph Ω0 is equal to 2. Then by [1, 1.17.1] one of the following
statements holds:

(i) Ω0 ⊆ a⊥ and Ω0(a) is an union of isolated cliques;
(ii) Ω0 ia a strongly regular graph;
(iii) Ω0 is a biregular graph with degrees of vertices α, β, where α < β, and if A and B are sets

of vertices from Ω0 with degrees α and β, then A is a coclique, the lines between A and B have
order 2, the lines from B have order l = β − α+ 2 > 2, and |Ω0| = αβ + 1.

Last case is impossible because c2 = 1 in Γ.
In the case (i) we have p ∈ {2, 3} because of p133 = 12.
In the case (ii) either p = 2 and Ω0 is the pentagon, Petersen graph or Hoffman-Singletone

graph, or p > 2 and Ω0 is a strongly regular graph with parameters (v′, k′, 2, 1).
Let p > 2. Then Ω(a) consists of e isolated triangles and either e = 1, p = 3, or e = 2, p = 3, 11,

or e = 3, p = 3, 5, or e = 4, p = 3, or e = 5, p = 3, or e = 6, p = 3, 7, or e = 7, p = 3, or e = 8,
p = 3, 5, or e ≥ 9, p = 3.

In case p = 11 graph Ω is a regular graph of degree 6, |Ω ∩ Γ2(a)| = 18, |Ω ∩ Γ3(a)| = 24 and
|Γ3(a)− Ω| is not divisible by 11.

In case p = 7 graph Ω is a regular graph of degree 18, |Ω∩Γ2(a)| = 270, |Ω∩Γ3(a)| = 270·4/15 =
64 and |Γ3(a)− Ω| is not divisible by 7.

In case p = 5 graph Ω contains vertices of degrees 9 and 24. Assume that |Ω(a)| = 24, Ω(a)
contains β vertices of degree 24 in Ω and Ω3(a) contains γ vertices of degree 24 in Ω. Then the
number 21β + 6(24− β) = |Ω ∩ Γ2(a)| is congruent to 4 modulo 5 and 4|Ω ∩ Γ2(a)| = 21γ +6(|Ω ∩
Γ3(a)| − γ). Hence, |Γ2(a) ∩Ω| = (144 + 15β) and 576 + 60β = 15γ + 6|Ω ∩ Γ3(a)|, a contradiction
with the fact that |Ω ∩ Γ3(a)| is divisible by 5.

So, Ω is an amply regular graph with parameters (v′, 9, 2, 1), 54 = |Ω∩Γ2(a)| and |Ω∩Γ3(a)| =
36. Again we have a contradiction with the fact that |Ω ∩ Γ3(a)| is divisible by 5.

The lemma is proved. �

Theorem 1 follows from Lemmas 8–9.

3. Proof of Corollary 1

Until the end of the paper we will assume that Γ is a distance-regular graph with intersection
array {39, 36, 4; 1, 1, 36} and the nonsolvable group G = Aut(Γ) acts transitively on the set of
vertices of this graph. For the vertex a ∈ Γ we get |G : Ga| = 1600. In view of Theorem 1 we have
p ∈ {2, 3, 5}. Let T̄ be the socle of the group Ḡ = G/O5′(G).

Lemma 10. If f is an element of order 5 of G, g is an element of order p < 5 of CG(f) and

Ω = Fix(g), then one of the following statements holds:
(1) Ω is an empty graph, p = 2, α3(g) = 80r, r ≤ 19, α1(g) = 10r + 26m + 12 = 1600 − 80r,

and m ∈ {−7,−2, 3, 8, ..., 58};
(2) Ω consists of n vertices at distance 3 in Γ, p = 3, n ∈ {10, 25, 40}, α3(g) = 120l + 40− 4n,

α1(g) + α3(g) = 135l − 10n+ 39m+ 70 ≤ 1600 and m is divisible by 5 ;
(3) p = 3, α3(g) = 120s, α0(g) = 30t+10, α1(g) = 39l− 165t+15s− 30 or α3(g) = 120s+60,

α0(g) = 30t− 5, α1(g) = 195l − 165t + 15s+ 60;
(4) p = 2, α3(g) = 80s − 4α0(g) and α1(g) = 10s + 26l + 38 − 6α0(g), l is congruent to 2

modulo 5.
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P r o o f. In view of Theorem 1 Fix(f) is empty graph, α1(f) = 65n+10l+10 and α3(f) = 200l.
If Ω is an empty graph, then p = 2, α3(g) = 80r and α1(g) = 10r + 26m + 12 = 1600 − 80r is

divisible by 5. Hence, 13m+ 6 is divisible by 5 and m ∈ {−7,−2, 3, 8, ..., 58}. Finally, 26m+ 12 =
1600 − 90r, therefore m is congruent to 2 modulo 3 and m ∈ {−7, 8, 23, 38, 53}.

If Ω is an n-clique, then n is divisible by 5, we have got a contradiction.

If Ω consists of n vertices at distance 3 in Γ, then p = 3, n ∈ {10, 25, 40}, the numbers
α3(g) = 120l + 40 − 4n and α1(g) = 15l + 30 + 39m− 6n are divisible by 5. Hence, m is divisible
by 5, α1(g) + α3(g) = 135l − 10n + 39m+ 70 ≤ 1600.

If p = 3, then χ2(g) = (4α0(g)+α3(g))/40−4 and the number (4α0(g)+α3(g))/40 is congruent
to 1 modulo 3. Further, the number χ1(g) = (44α0(g) + 8α1(g) − α3(g))/104 − 25/13 is divisible
by 3, α3(g) is divisible by 60. If α3(g) = 120s, then α0(g) = 30t+10, α1(g) = 39l−165t+15s−30.
If α3(g) = 120s + 60, then α0(g) = 30t− 5, α1(g) = 195l − 165t + 15s + 60.

If p = 2, then χ2(g) = (4α0(g) + α3(g))/40 − 4, 4α0(g) + α3(g) = 80s. Further, α1(g) =
−6α0(g) + 10s + 26l + 38 and 13l + 19 is divisible by 5, therefore l ∈ {2, 7, ...}. Finally, 1600 −
5α0(g) + 80s = −6α0(g) + 10s + 26l + 38, 1600 = −70s − α0(g) + 26l + 38. �

Lemma 11. The following statements hold :
(1) T̄ = L × M , and each of subgroups L,M is isomorphic to one of the following groups

Z5, A5, A6 or PSp(4, 3);
(2) in case |T̄ : T̄a| = 402 we have O5′(G) = 1 and this case is realized if one of the following

statements holds:
(i) L ∼=M ∼= PSp(4, 3), or
(ii) L ∼= PSp(4, 3), |L : La| = 40, M ∼= A6 and |Ma| = 9, or
(iii) L ∼=M ∼= A6 and |La| = |Ma| = 9.

P r o o f. Recall that a nonabelian simple {2, 3, 5}-group is isomorphic to A5, A6 or PSp(4, 3)
(see, [6, Table 1]). Hence, in view of Theorem 1 we have T̄ = L ×M , each of subgroups L,M is
isomorphic to one of the following groups A5, A6 or PSp(4, 3).

If T̄ ∼= PSp(4, 3), then the group T̄a has an index 40 in T̄ and is isomorphic to E9.SL2(3) or
E27.S4.

If T̄ ∼= A6, then the group T̄a has an index in T̄ , divisible by 10, and dividing 40.
If T̄ ∼= A5, then the group T̄a has an index in T̄ , divisible by 10, and dividing 20.

In case |T̄ : T̄a| = 402 we have O5′(G) = 1 and this case is realized if one of the following
statements holds: either L ∼= M ∼= PSp(4, 3), or L ∼= PSp(4, 3), M ∼= A6 |Ma| = 9, or
L ∼=M ∼= A6 and |La| = |Ma| = 9. �

Corollary is proved.

4. Conclusion

We found possible automorphisms of a distance-regular graph with intersection array
{39, 36, 4; 1, 1, 36}. In particular this graph is not arc-transitive.
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Abstract: An example of a non-antagonistic positional (feedback) differential two-person game (NPDG) is
considered in which each of two players, in addition to the normal type of behavior, oriented toward maximizing
own functional, can use other types of behavior. In particular, it can be altruistic and aggressive types. In the
course of the game players can switch their behavior from one type to other. The use by players of types of
behavior other than normal can lead to outcomes more preferable for them than in a game with only normal
behavior. The example with the dynamics of simple motion on a plane and phase constraints illustrates the
procedure of constructing new solutions.

Keywords: Non-antagonistic positional differential game, Altruistic type of behavior, Agressive type of
behavior.

Introduction

In this article we consider a non-antagonistic positional differential two-person game (see, for
example, [9]), for which emphasis is placed on the case where each of the two players, in addition
to the normal (nor), type of behavior, oriented on maximizing their own functional, can use other
types of behavior introduced in [2, 5], such as altruistic (alt), aggressive (agg) types. It is assumed
that during the game, players can switch their behavior from one type to another. The idea of
using the players to switch their behavior from one type to another in the course of the game was
applied to the game with cooperative dynamics in [5] and for the repeated bimatrix 2 × 2 game
in [3], which allowed to obtain new solutions in these games.

It is assumed that in the game each player chooses the indicator function determined over the
whole time interval of the game and takes values in the set {nor, alt, agg}, along with the choice
of the positional strategy. Player’s indicator function shows the dynamics for changing the type of
behavior that this player adheres to. Rules for the formation of controls are introduced for each
pair of behaviors of players.

The formalization of positional strategies in the game is based on the formalization and results
of the general theory of antagonistic positional differential games [7, 8]. For non-antagonistic
positional differential games this formalization was developed in [1].

In the article the concept of the BT -solution is introduced.

An example of a game with dynamics of simple motion in the plane and phase constraints is
proposed. We assume that the first and second players can exhibit altruism and aggression towards
their partner for some time periods and a case of mutual aggression is allowed. Sets of BT - solutions
are described. This paper is a continuation of [4].

https://doi.org/10.15826/umj.2018.2.009
mailto:kleimenov@imm.uran.ru
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1. Equations of motion and phase constraints.

Let equations of dynamics be as follows

ẋ = u+ v, x, u, v ∈ R2, ‖u‖ ≤ 1, ‖v‖ ≤ 1, 0 ≤ t ≤ ϑ, x(0) = x0, (1.1)

where x is the phase vector; u and v are controls of Player 1 (P1) and Player 2 (P2), respectively.
Let payoff functional of Player i be

Ii = σi(x(ϑ)) = M − ‖x(ϑ)− a(i)‖, i = 1, 2, (1.2)

where M is a constant. That is, the goal of Player i is to bring vector x(ϑ) as close as possible to
the target point a(i).

Let the initial conditions and values of parameters be given (Fig. 1):

ϑ = 5.0, x0 = (0, 0), a(1) = (10, 8), a(2) = (−10, 8), M = 18.

The game has the following phase restrictions. The trajectories of the system (1.1) are forbidden
from entering the interior of the set S, which is obtained by removing from the quadrilateral Oabc

the line segment Oe (Fig. 1). The set S consists of two parts S1 and S2, that is, S = S1 ∪ S2.
Coordinates of the points defining the phase constraints: a = (−4.5, 3.6), b = (0, 8), c = (6.5, 5.2),
O = (0, 0), e = (3.25, 6.6). We have a ∈ Oa(2), c ∈ Oa(1), e ∈ bc and |a(1)b| = |a(2)b| = 10.

5

5

−5

−5

10

10
−10

−10

0

0

x1

x2

a(1)a(2)

D1D2

S1

S2

p1
p2

q1

q2

O

a

b

c

d1d2
e

m

g
n

Figure 1. The attainability set
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2. Attainability set

Attainability set of the system (1.1) constructed for the moment ϑ consists of points of the
circle of radius 10 located not higher than the three-link segment aOc and also bounded by two
arcs connecting the large circle with the sides ab and bc of the quadrilateral. The first arc is an arc
of the circle with center at the point a and radius r1 = 10− |Oa| = |ad2|. The second (composite)
arc consists of an arc of the circle with center at the point e and radius r2 = 10 − |Oe| = |ed1|
and an arc of the circle with center at the point c and radius r3 = 10 − |Oc|. (Fig. 1). Results of
approximate calculations: r1 = 4.24, r2 = 2.64, r3 = 1.68, d1 = (0.82, 7.65), d2 = (−1.47, 6.56).
We have also: |Oa(1)| = |Oa(2)| = 12.81.

In Fig. 1 the dashed lines represent arcs of the circle with center at the point b and ra-
dius r4 = |Oa(1)| − |a(1)b| = 12.81 − 10 = 2.81. These arcs intersect the sides ab and bc at the
points p1 = (2.58, 6.89) and p2 = (−2.01, 6.04). By construction, the lengths of the two-links
a(1)bp2 and a(2)bp1 are equal to each other and equal to the lengths of the segments Oa(1) and Oa(2).

3. Strategies and motions

Assume that both players have information about the current position of the game (t, x(t)).
Then P1 and P2 acts in the class of pure positional strategies.

The formalization of players’ positional strategies and motions generated by them in a NPDG
is based on the formalization and results of antagonistic positional differential games theory from
the books [7, 8]. The following presentation is given in [1].

Strategy of P1 is identified with the pair U = {u(t, x, ε), β1(ε)}, where u(·) is an arbitrary
function of position (t, x) and a positive precision parameter ε > 0 and taking values in the set
{u ∈ R2, ‖u‖ ≤ 1}. The function β1 : (0,∞) 7−→ (0,∞) is a continuous monotonic function
satisfying the condition β1(ε) → 0 if ε → 0. For a fixed ε the value β1(ε) is the upper bound step
of subdivision the segment [t0, ϑ], which P1 applies when forming step-by-step motions.
Similarly, the strategy of P2 is defined as V = {v(t, x, ε), β2(ε)}.

Motions of two types — approximated (step-by-step) and ideal (limiting) are considered as
motions generated by a pair {strategy of P1 – strategy of P2}.

Approximated motion xε∆[·] = x[·, t0, x0, U, ε1,∆1, V, ε2,∆2] generated by a pair of strategies
(U, V ) from the initial position (t0, x0) for fixed values of the players’ precision parameters ε1 and

ε2, for fixed subdivisions ∆1 = {t
(1)
i } and ∆2 = {t

(2)
i } of the interval [t0, ϑ] chosen by P1 and P2,

respectively, under the conditions δ(∆i) ≤ βi(εi), i = 1, 2, is introduced as step-by-step solution of
the differential equation

ẋε∆[t] = f(t, xε∆[t], u
ε1
∆1

[t], vε2∆2
[t]), xε∆[t0] = x0,

uε1∆1
[t] = u(t

(1)
i , xε∆[t

(1)
i ], ε1), t

(1)
i ≤ t < t

(1)
i+1,

vε2∆2
[t] = v(t

(2)
j , xε∆[t

(2)
j ], ε2), t

(2)
j ≤ t < t

(2)
j+1.

A limiting motion generated by the pair of strategies (U, V ) from the initial position (t0, x0)
is a continuous function x[t] = x[t, t0, x0, U, V ] for which there exists a sequence of ap-
proximated motions {x[t, tk0 , x

k
0 , U, ε

k
1 ,∆

k
1 , V, ε

k
2 ,∆

k
2 ]}, uniformly converging to x(t) on [t0, ϑ]

as k → ∞, εk1 → 0, εk2 → 0, tk0 → to, x
k
0 → xo.

A pair of strategies (U, V ) generates a nonempty compact (in the metric of the space C[t0, ϑ]) set
X(t0, x0, U, V ) consisting of limit motions x[·, t0, x0, U, V ].
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The control laws (U, ε1,∆1) and (V, ε2,∆2) are said to be consistent with respect to the pre-
cision parameter if ε1 = ε2. Consistent control laws generate consistent approximate motions, the
sequences of which generate consistent limit motions.

4. Auxiliary zero-sum positional differential games Γi

Consider auxiliary zero-sum positional differential games Γ1 and Γ2. Dynamics of both games
is described by the equation (1.1). In the game Γi Player i maximizes the payoff functional σi(x(ϑ))
(1.2) and Player 3− i opposes him. It follows from [7, 8] that both games Γ1 and Γ2 have universal
saddle points

{u(i)(t, x, ε), v(i)(t, x, ε)}, i = 1, 2, (4.1)

and continuous value functions

γ1(t, x), γ2(t, x). (4.2)

The property of strategies (4.1) to be universal means that they are optimal not only for the fixed
initial position (t0, x0) but also for any position (t∗, x∗) assumed as initial one.

It is not difficult to see that the value of γi(t, x) (4.2) is the maximal guaranteed payoff of the
Player i in the position (t, x) of the game.

The value functions γ1(t, x) and γ2(t, x), 0 ≤ t ≤ ϑ, x ∈ R2\S in our example will be as
follows

γi (t, x) =

{

18 − ‖(x− a(i)‖, xa(i)
⋂

intS = ∅,

18 − ρS
(

x, a(i)
)

otherwise,
(4.3)

where i = 1, 2, and ρS
(

x, a(i)
)

denotes the smallest of the two distances from the point x to the

point a(i), one of which is calculated when the set S is bypassed clockwise and the other when the
set S is bypassed counterclockwise.

5. NE- and P (NE)-solutions in NPDG

At first we solve the game NPDG (without abnormal behavior types). Introduce the following
definitions from [1].

Definition 1. A pair of strategies (UN , V N ) is called a Nash equilibrium solution (NE-
solution) of the game, if for any motion x∗[·] ∈ X(t0, x0, U

N , V N ), any moment τ ∈ [t0, ϑ], and
any strategies U and V the following inequalities hold :

max
x[·]

σ1(x[ϑ, τ, x
∗[τ ], U, V N ]) ≤ min

x[·]
σ1(x[ϑ, τ, x

∗[τ ], UN , V N ]),

max
x[·]

σ2(x[ϑ, τ, x
∗[τ ], UN , V ]) ≤ min

x[·]
σ2(x[ϑ, τ, x

∗[τ ], UN , V N ]).

where the operations min are performed over a set of agreed motions, and the operations max by
sets of all motions.

Definition 2. An NE-solution (UP , V P ) which is Pareto non-improvable with respect to the
values I1, I2 (1.2) is called a P (NE)-solution.

In [1] the following structure of NE- and P (NE)-solutions was established. Namely, it was
shown that all NE- and P (NE)-solutions of the game NPDG can be found in the class of pairs of
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strategies (U, V ) each of which generates a unique limit motion (trajectory). The decision strategies
that make up such a pair generating the trajectory x∗(·) have the form

U0 = {u0(t, x, ε), β0
1 (ε)}, V 0 = {v0(t, x, ε), β0

2 (ε)}, (5.1)

u0 (t, x, ε) =

{

u∗ (t, ε) , ‖x− x∗(t)‖ < εϕ (t) ,

u(2)(t, x, ε), ‖x− x∗(t)‖ ≥ εϕ (t) ,

v0 (t, x, ε) =

{

v∗ (t, ε) , ‖x− x∗(t)‖ < εϕ (t) ,

v(1)(t, x, ε), ‖x− x∗(t)‖ ≥ εϕ (t) ,

for all t ∈ [t0, ϑ], ε > 0. In (5.1) we denote by u∗(t, ε), v∗(t, ε) families of program controls generating
the limit motion x∗(t). The function ϕ(·) and the functions β0

1(·) and β0
2(·) are chosen in such a way

that the approximated motions generated by the pair (U0, V 0) from the initial position (t0, x0) do
not go beyond the εϕ(t)-neighborhood of the trajectory x∗(t). Functions u(2)(·, ·, ·) and v(1)(·, ·, ·)
are defined in (4.1).

It is proved in [1] that the point t = ϑ is the maximum point of the value function γi(t, x),
i = 1, 2 computed along NE-trajectory and P (NE)-trajectory.

One can check that in this game the trajectory x(t) ≡ 0, t ∈ [0, 5] (stationary point O) is the
only NE-trajectory, and, consequently, the only P (NE)-trajectory; the players’ gains on it are
I1 = I2 = 5.19.

6. Types of behavior

Let us move on to the game NPDGwBT (with abnormal behavior types), in which each player
during certain periods of time may exhibit altruism and aggression towards another player, and
the mutual aggression is allowed. The definitions of behavior types other than normal are given
in [2, 5].

Definition 3. We say that on the time interval (τ1, τ2) ⊂ [t0, ϑ] Player 1 adheres to the altru-
istic (alt) type of behavior with respect to Player 2, if his payoff functional on this interval is equal
to the functional I2 (1.2) of Player 2.

Definition 4. We say that on the time interval (τ1, τ2) ⊂ [t0, ϑ] Player 1 adheres to the ag-
gressive (agg) type of behavior with respect to Player 2, if his payoff functional on this interval is
equal to the functional −I2, where I2 (1.2) is the payoff functional of Player 2.

Definition 5. We will say that on the time interval (τ1, τ2) ⊂ [t0, ϑ] Player 1 adheres to the
paradoxical (par) type of behavior if his payoff functional on this interval is equal to the func-
tional I1 (1.2), taken with the opposite sign.

Similarly, we define the altruistic and aggressive types of behavior for Player 2 towards Player 1,
as well as the paradoxical type of behavior for Player 2.

In this paper, we do not use the paradoxical type of players behavior. Note that the aggressive
type of player behavior is actually used in NPDG in the form of punishment strategies contained
in the structure of the game’s decisions (see, for example, [1, 6]).

The above definitions characterize the extreme types of behavior of players. In reality, however,
real individuals behave, as a rule, partly normal, partly altruistic, partly aggressive and partly
paradoxical. In other words, mixed types of behavior seem to be more consistent with reality.
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If each player is confined to ”pure” types of behavior, then in the game (1.1), (1.2) there are
9 possible pairs of types of behavior: (nor, nor), (nor, alt), (nor, agg), (alt, nor), (alt, alt), (alt, agg),
(agg, nor), (agg, alt), (agg, agg). For two pairs (nor, alt) and (alt, nor) the interests of the players
coincide and they solve a team problem of control. For two pairs (nor, agg) and (agg, nor) players
have opposite interests and, therefore, they play a zero-sum game. The remaining 5 pairs define a
non-antagonistic games.

The idea of using the players to switch their behavior from one type to another in the course of
the game was applied to the game with cooperative dynamics in [5] and for the repeated bimatrix
2× 2 game in [3], which allowed to obtain new solutions in these games.

The extension of this approach to non-antagonistic positional differential games leads to new
formulation of problems. In particular, it is of interest to see how the player’s winnings, obtained on
Nash solutions, are transformed. The actual task is to minimize the time of “abnormal” behavior,
provided that the players’ payoffs are greater than when the players behave normally.

7. Formalization of actions. Rules 1,2

In NPDGwBT we assume that simultaneously with the choice of positional strategy [7, 8] each
player also chooses his indicator function [5]. We denote the indicator function of Player i by the
symbol αi : [t0, ϑ] 7−→ {nor, alt, agg}, i = 1, 2. If the indicator function of some player takes a
value, say, alt, on some time interval, then this player acts on this interval as an altruist in relation
to his partner. Thus, in the game NPDGwBT P1 controls the choice of a pair of actions {position
strategy, indicator function} (U, α1(·)), and P2 controls the choice of a pair of actions (V, α2(·)).

As mentioned above, for any pair of types of behavior three types of decision making problems
can arise: a team problem, a zero-sum game, and a non-antagonistic game. We adopt the following
Rules 1–2.

Rule 1. If on the time interval (τ1, τ2) ⊂ [t0, ϑ] the players’ indicator functions generate a non-
antagonistic game, then on this interval P1 and P2 choose one of P (NE)-solutions of this game. If
a zero-sum game is realized, then as a solution, P1 and P2 choose one of saddle points of this game.
Finally, if a team problem of control is realized, then P1 and P2 choose one of the pairs of controls
such that the value function γi(t, x) calculated along the generated trajectory is non-decreasing
function, where i is the number of the player whose functional is maximized in team problem.

Generally speaking, the same part of the trajectory can be tracked by several pairs of players’
types of behavior, and these pairs may differ from each other by the time of use of abnormal types.
It is natural to introduce the following Rule 2.

Rule 2. If there are several pairs of types of behavior that track a certain part of the trajectory,
then P1 and P2 choose one of them that minimizes the time of using abnormal types of behavior.

8. BT -solution in NPDGwBT

We now introduce the definition of the solution of the game NPDGwBT. The definition of
BT -solution is given in [5].

Note that the set of motions generated by a pair of actions {(U,α1(·)), (V, α2(·))} coincides with
the set of motions generated by the pair (U, V ) in the corresponding NPDG.

Definition 6. The pair {(U0, α0
1(·)), (V

0, α0
2(·))}, consistent with Rules 1, 2, forms a BT -

solution of the game NPDGwBT if there exists a trajectory xBT (·) generated by this pair and there
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is a P (NE)-solution in the corresponding game NPDG generating the trajectory xP (·) such that
the following inequalities are true

σi(x
BT (ϑ)) ≥ σi(x

P (ϑ)), i = 1, 2,

where at least one of the inequalities is strict.

Definition 7. The BT -solution {(U0, α0
1(·)), (V

0, α0
2(·))}, which is Pareto non-improvable with

respect to the values I1, I2 (1.2), is called P (BT )-solution of the game NPDGwBT.

Problem 1. Find the set of BT -solutions.

Problem 2. Find the set of P (BT )-solutions.

In the general case, Problems 1 and 2 have no solutions. However, it is quite expected that
the use of abnormal behavior types by players in the game NPDGwBT can in some cases lead to
outcomes more preferable for them than in the corresponding game NPDG only with the normal
type of behavior.

In our example, just such a situation will take place.

9. Building BT -solutions

Let us now turn to the game NPDGwBT, in which each player during certain periods of time
may exhibit altruism and aggression towards another player, and the case of mutual aggression is
allowed.

In the attainability set, we find all the points x for which the inequalities hold

σi(x) ≥ σi(O), i = 1, 2,

σ1(x) + σ2(x) > σ1(O) + σ2(O).
(9.1)

Such points form two sets D1 and D2 (see Fig. 1). The set D1 is bounded by the segment
p1d1, and also by the arcs p1q1 and q1d1 of the circles mentioned above. The set D2 is bounded
by the segment p2d2, and also by the arcs d2q2 and q2p2 of the circles mentioned. On the arc p1q1,
the non-strict inequality (9.1) for i = 2 becomes an equality, and on the arc q2p2, the non-strict
inequality (9.1) becomes an equality for i = 1. At the remaining points sets D1 and D2 , the
non-strict inequalities (9.1) for i ∈ {1, 2} are strict.

We construct a BT -solution, leading to the point d1 ∈ D1. Let us find a point m equidistant
from the point a(2) if we go around the set S2 clockwise, or if we go around S2 counterclockwise.
We also find a point n equidistant from the point a(1) as if we were go around the set S1 clock-
wise, or if we go around S1 counterclockwise. The results of the calculations: m = (1.79, 3.63),
n = (0.32, 0.65).

Consider the trajectory Oed1; the players’ gains on it are I1 = 8.82, I2 = 7.10, that is, the
gains of both players on this trajectory are greater than the gains on the single P (NE) -trajectory.
As follows from the above, the trajectory Oed1 is not Nash one. Therefore, if it is possible to
construct indicator functions-programs of players that provide motion along this trajectory, then a
BT -solution will be constructed.

First of all find that if we move along the trajectory Oed1 with the maximum velocity for
t ∈ [0, 5], the time to hit the point n will be t = 0.361, the point m will be t = 2.022, and the
point e will be t = 3.678. It is easy to verify that for such a motion along the trajectory Oed1
on the interval t ∈ [0, 0.361], both functions γ1(t, x) and γ2(t, x) (4.3) decrease monotonically;
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for motion on the interval t ∈ [0.361, 2.022], the function γ2(t, x) continues to decrease, and the
function γ1(t, x) increases; for motion on the interval t ∈ [2.022, 3.678], both functions increase;
finally, on the remaining interval t ∈ [3.678, 5], the function γ2(t, x) continues to increase, and the
function γ1(t, x) decreases.

We check that on the segment On of the trajectory, the pair (agg, agg), which determines the
non-antagonistic game, is the only pair of types of behaviors that realizes motion on the segment
in accordance with Rule 1; this is the motion generated by the P (NE)-solution, the best for both
players. In the next segment nm, two pairs of types of behaviors realize motion on the segment
according to Rule 1, namely (nor, alt) and (agg, alt); however, according to Rule 2, only the pair
(nor, alt) remains; it defines a team problem of control in which the motion represents the maximum
shift in the direction of point m. There are already four pairs of “candidates” (nor, nor), (alt, nor),
(nor, alt) and (alt, alt) on the segmentme, but according to Rule 2 the last three pairs are discarded;
the remaining pair defines a non-antagonistic game and the motion on this segment is generated
by the P (NE)-solution of the game. Finally, for the last segment ed1, the only pair of types of
behaviors is the pair (alt, nor), which defines a team problem of control; the motion represents the
maximum shift in the direction of the point d1.

Thus, we have constructed the following indicator function-programs

α
(2)
1 (t) = {agg, t ∈ [0, 0.361); nor, t ∈ [0.361, 3.678); alt, t ∈ [3.678, 5]}, (9.2)

α
(2)
2 (t) = {agg, t ∈ [0, 0.361); alt, t ∈ [0.361, 2.022); nor, t ∈ [2.022, 5]}. (9.3)

We denote by (U (2), V (2)) the pair of players’ strategies that generate the limit motion Oed1 for
t ∈ [0, 5] and is consistent with the constructed indicator functions. Then we obtain the following
assertion.

Theorem 1. The pair of actions {(U (2), α
(2)
1 (·)), (V (2), α

(2)
2 (·))} (9.2), (9.3) provides the

BT -solution.

Following the scheme of the proof of Theorem 1, we arrive at the following assertion.

Theorem 2. The sets D1 and D2 consist of those and only those points that are endpoints of
the trajectories generated by the BT -solutions of the game.

10. Conclusion

In this paper, we use complex switching, namely, from one type of behavior to another, chang-
ing the nature of the problem of optimization from non-antagonistic games to zero-sum games or
team problem of control and vice versa. These switchings are carried out according to pre-selected
indicator function-programs. Each player controls the choice of a pair of actions {positional strat-
egy, indicator function}. Thus, the possibilities of each player in the general case have expanded
(increased) and it is possible to introduce a new concept of a game solution (P (BT )-solution)
in which both players increase their payoffs in comparison with the payoffs in Nash equilibrium
in the game without switching types of behavior. For players, it is advantageous to implement
P (BT )-trajectory; so they will follow the declared indicator function-programs, for example, (9.2),
(9.3).
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Abstract: The aim of this paper is to present some comprehensive and extended versions of classical in-
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1. Introduction

The time scale calculus has a scope for many applications in the field of dynamic inequalities.
The time scale calculus was initiated by Stefan Hilger as given in [11]. A time scale is an arbitrary
nonempty closed subset of the real numbers. The time scale calculus is studied as delta calculus,
nabla calculus and diamond-α calculus. Basic work on dynamic inequalities is done by Ravi Agar-
wal, George Anastassiou, Martin Bohner, Allan Peterson, Donal O’Regan, Samir Saker and many
other authors.

We will prove the following results given in (1.1), (1.2) and (1.3) on time scales.

The inequality from (1.1) is called Bergström’s Inequality as given in [4–6, 13].

Theorem 1. If n ∈ N, xk ∈ R and yk > 0, k ∈ {1, 2, ..., n}, then

( n
∑

k=1

xk

)2

n
∑

k=1

yk

≤

n
∑

k=1

x2k
yk

, (1.1)

with equality if and only if
x1
y1

=
x2
y2

= ... =
xn
yn

.

The upcoming result is called Radon’s Inequality as given in [15].

https://doi.org/10.15826/umj.2018.2.010
mailto:jibrielshahab@gmail.com
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Theorem 2. If n ∈ N, xk ≥ 0 and yk > 0, k ∈ {1, 2, ..., n} and β ≥ 0, then

( n
∑

k=1

xk

)β+1

( n
∑

k=1

yk

)β
≤

n
∑

k=1

xβ+1
k

yβk
. (1.2)

Inequality (1.2) is widely studied by many authors because it has many applications.
The following inequality is generalized Radon’s Inequality as given in [10].

Theorem 3. If n ∈ N, xk ≥ 0, yk > 0, k ∈ {1, 2, ..., n} and β ≥ γ ≥ 0, then

nγ−β

( n
∑

k=1

xk

)β+1

( n
∑

k=1

yk

)γ
≤

n
∑

k=1

xβ+1
k

yγk
, (1.3)

with equality if and only if x1 = x2 = ... = xn and y1 = y2 = ... = yn.

In this paper, it is assumed that all considerable integrals exist and are finite and T is a time
scale, a, b ∈ T with a < b and an interval [a, b]T means the intersection of a real interval with the
given time scale.

2. Preliminaries

We need here basic concepts of delta calculus. The results of delta calculus are adapted from
monographs [7, 8].

For t ∈ T, the forward jump operator σ : T → T is defined by

σ(t) := inf{s ∈ T : s > t}.

The mapping µ : T → R
+
0 = [0,+∞) such that µ(t) := σ(t) − t is called the forward graininess

function. The backward jump operator ρ : T → T is defined by

ρ(t) := sup{s ∈ T : s < t}.

The mapping ν : T → R
+
0 = [0,+∞) such that ν(t) := t − ρ(t) is called the backward graininess

function. If σ(t) > t, we say that t is right-scattered, while if ρ(t) < t, we say that t is left-scattered.
Also, if t < supT and σ(t) = t, then t is called right-dense, and if t > inf T and ρ(t) = t, then t is
called left-dense. If T has a left-scattered maximum M, then T

k = T− {M}, otherwise T
k = T.

For a function f : T → R, the delta derivative f∆ is defined as follows:
Let t ∈ T

k, if there exists f∆(t) ∈ R such that for all ǫ > 0, there exists a neighborhood U of t,
such that

|f(σ(t))− f(s)− f∆(t)(σ(t) − s)| ≤ ǫ|σ(t)− s|,

for all s ∈ U , then f is said to be delta differentiable at t, and f∆(t) is called the delta derivative
of f at t.

A function f : T → R is said to be right-dense continuous (rd-continuous), if it is continuous
at each right-dense point and there exists a finite left limit at every left-dense point. The set of all
rd-continuous functions is denoted by Crd(T,R).

The next definition is given in [7, 8].
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Definition 1. A function F : T → R is called a delta antiderivative of f : T → R, provided
that F∆(t) = f(t) holds for all t ∈ T

k. Then the delta integral of f is defined by

∫ b

a

f(t)∆t = F (b)− F (a).

The following results of nabla calculus are taken from [3, 7, 8].

If T has a right-scattered minimum m, then Tk = T − {m}, otherwise Tk = T. A function
f : Tk → R is called nabla differentiable at t ∈ Tk, with nabla derivative f∇(t), if there exists
f∇(t) ∈ R such that for any ǫ > 0, there exists a neighborhood V of t, such that

|f(ρ(t))− f(s)− f∇(t)(ρ(t)− s)| ≤ ǫ|ρ(t)− s|,

for all s ∈ V .

A function f : T → R is said to be left-dense continuous (ld-continuous), provided it is con-
tinuous at all left-dense points in T and its right-sided limits exist (finite) at all right-dense points
in T. The set of all ld-continuous functions is denoted by Cld(T,R).

The next definition is given in [3, 7, 8].

Definition 2. A function G : T → R is called a nabla antiderivative of g : T → R, provided
that G∇(t) = g(t) holds for all t ∈ Tk. Then the nabla integral of g is defined by

∫ b

a

g(t)∇t = G(b)−G(a).

Now we present short introduction of diamond-α derivative as given in [1, 19].

Let T be a time scale and f(t) be differentiable on T in the ∆ and ∇ senses. For t ∈ T
k
k, where

T
k
k = T

k ∩ Tk, the diamond-α dynamic derivative f⋄α(t) is defined by

f⋄α(t) = αf∆(t) + (1− α)f∇(t), 0 ≤ α ≤ 1.

Thus f is diamond-α differentiable if and only if f is ∆ and ∇ differentiable.

The diamond-α derivative reduces to the standard ∆-derivative for α = 1, or the standard
∇-derivative for α = 0. It represents a weighted dynamic derivative for α ∈ (0, 1).

Theorem 4. [19] Let f, g : T → R be diamond-α differentiable at t ∈ T and we write
fσ(t) = f(σ(t)), gσ(t) = g(σ(t)), fρ(t) = f(ρ(t)) and gρ(t) = g(ρ(t)). Then

(i) f ± g : T → R is diamond-α differentiable at t ∈ T, with

(f ± g)⋄α(t) = f⋄α(t)± g⋄α(t).

(ii) fg : T → R is diamond-α differentiable at t ∈ T, with

(fg)⋄α(t) = f⋄α(t)g(t) + αfσ(t)g∆(t) + (1− α)fρ(t)g∇(t).

(iii) For g(t)gσ(t)gρ(t) 6= 0, f
g
: T → R is diamond-α differentiable at t ∈ T, with

(

f

g

)⋄α

(t) =
f⋄α(t)gσ(t)gρ(t)− αfσ(t)gρ(t)g∆(t)− (1− α)fρ(t)gσ(t)g∇(t)

g(t)gσ(t)gρ(t)
.
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Definition 3. [19] Let a, t ∈ T and h : T → R. Then the diamond-α integral from a to t of h
is defined by

∫ t

a

h(s) ⋄α s = α

∫ t

a

h(s)∆s + (1− α)

∫ t

a

h(s)∇s, 0 ≤ α ≤ 1,

provided that there exist delta and nabla integrals of h on T.

Theorem 5. [19] Let a, b, t ∈ T, c ∈ R. Assume that f(s) and g(s) are ⋄α-integrable functions
on [a, b]T. Then

(i)
∫ t

a
[f(s)± g(s)] ⋄α s =

∫ t

a
f(s) ⋄α s±

∫ t

a
g(s) ⋄α s;

(ii)
∫ t

a
cf(s) ⋄α s = c

∫ t

a
f(s) ⋄α s;

(iii)
∫ t

a
f(s) ⋄α s = −

∫ a

t
f(s) ⋄α s;

(iv)
∫ t

a
f(s) ⋄α s =

∫ b

a
f(s) ⋄α s+

∫ t

b
f(s) ⋄α s;

(v)
∫ a

a
f(s) ⋄α s = 0.

We need the following results.

Definition 4. [9] A function f : T → R is called convex on IT = I ∩ T, where I is an interval
of R (open or closed), if

f(λt+ (1− λ)s) ≤ λf(t) + (1− λ)f(s), (2.1)

for all t, s ∈ IT and all λ ∈ [0, 1] such that λt+ (1− λ)s ∈ IT.

The function f is strictly convex on IT if the inequality (2.1) is strict for distinct t, s ∈ IT and
λ ∈ (0, 1).

The function f is concave (respectively, strictly concave) on IT, if −f is convex
(respectively, strictly convex).

Theorem 6. [1] Let a, b ∈ T and c, d ∈ R. Suppose that g ∈ C([a, b]T, (c, d)) and h ∈

C([a, b]T,R) with
∫ b

a
|h(s)|⋄αs > 0. If Φ ∈ C((c, d),R) is convex, then generalized Jensen’s Inequality

is

Φ









∫ b

a

|h(s)|g(s) ⋄α s

∫ b

a

|h(s)| ⋄α s









≤

∫ b

a

|h(s)|Φ (g(s)) ⋄α s

∫ b

a

|h(s)| ⋄α s

. (2.2)

If Φ is strictly convex, then the inequality ≤ can be replaced by <.

Example 1. [1] One of the three most popular examples of calculus on time scales is quantum
calculus, i. e., qN0 = {qn : n ∈ N0}, where N0 is the set of nonnegative integers.

If we set T = qN0 for q > 1 and m < n, then

∫ qn

qm
f(x) ⋄α x = (q − 1)

n−1
∑

i=m

qi[αf(qi) + (1− α)f(qi+1)],

for m,n ∈ N0.
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3. Main Results

In order to present our main results, first we present an extension of Radon’s Inequality via
time scales.

Theorem 7. Let w, f, g ∈ C([a, b]T,R) be ⋄α-integrable functions, where w(x), g(x) 6= 0,
∀x ∈ [a, b]T. If β ≥ γ ≥ 0, then

(∫ b

a

|w(x)| ⋄α x

)γ−β

(
∫ b

a

|w(x)||f(x)| ⋄α x

)β+1

(∫ b

a

|w(x)||g(x)| ⋄α x

)γ ≤

∫ b

a

|w(x)||f(x)|β+1

|g(x)|γ
⋄α x. (3.1)

Equality holds in (3.1), when f(x) ≡ g(x) ≡ c, where c is a nonzero real constant.

P r o o f. The right hand side of (3.1) can be written as

∫ b

a

|w(x)||f(x)|β+1

|g(x)|γ
⋄α x =

∫ b

a

|w(x)||g(x)| ⋄α x×

∫ b

a

|w(x)||g(x)|(Ψ(x))γ+1

∫ b

a
|w(x)||g(x)| ⋄α x

⋄α x, (3.2)

where

Ψ(x) =
|f(x)|

β+1

γ+1

|g(x)|
.

The function Φ : [0,∞) → [0,∞) defined by Φ(x) = xγ+1 is convex for x ∈ [0,∞), so applying
generalized Jensen’s Inequality given in (2.2), we have

(

∫ b

a

|w(x)||g(x)|Ψ(x)
∫ b

a
|w(x)||g(x)| ⋄α x

⋄α x

)γ+1

≤

∫ b

a

|w(x)||g(x)|(Ψ(x))γ+1

∫ b

a
|w(x)||g(x)| ⋄α x

⋄α x. (3.3)

Then (3.3) can be written as

(

∫ b

a

|w(x)||f(x)|
β+1

γ+1

∫ b

a
|w(x)||g(x)| ⋄α x

⋄α x

)γ+1

≤

∫ b

a

|w(x)||g(x)| |f(x)|
β+1

|g(x)|γ+1

∫ b

a
|w(x)||g(x)| ⋄α x

⋄α x. (3.4)

Now the function Φ : [0,∞) → [0,∞) defined by Φ(x) = x
β+1

γ+1 is convex for x ∈ [0,∞), so applying
generalized Jensen’s Inequality, we have

(

∫ b

a

|w(x)||f(x)| ⋄α x
∫ b

a
|w(x)| ⋄α x

)
β+1

γ+1

≤

∫ b

a

|w(x)||f(x)|
β+1

γ+1 ⋄α x
∫ b

a
|w(x)| ⋄α x

. (3.5)

Now (3.5) becomes

(
∫ b

a

|w(x)| ⋄α x

)

γ−β
γ+1

(
∫ b

a

|w(x)||f(x)| ⋄α x

)

β+1

γ+1

≤

∫ b

a

|w(x)||f(x)|
β+1

γ+1 ⋄α x. (3.6)

From (3.2), (3.4) and (3.6), we get (3.1).
Clearly equality holds in (3.1), when f(x) ≡ g(x) ≡ c, where c is a nonzero real constant, which

completes the proof. �
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Remark 1. If we set α = 1, T = Z, w(x) = 1, β = γ = 1, f(k) = xk ∈ R and g(k) = yk ∈ (0,∞)
for k ∈ {1, 2, ..., n}, n ∈ N, then (3.1) reduces to (1.1).

Remark 2. If we set α = 1, T = Z, w(x) = 1, β = γ ≥ 0, f(k) = xk ∈ [0,∞) and g(k) = yk ∈
(0,∞) for k ∈ {1, 2, ..., n}, n ∈ N, then (3.1) reduces to (1.2).

Remark 3. If we set α = 1, T = Z, w(x) = 1, β ≥ γ ≥ 0, f(k) = xk ∈ [0,∞) and g(k) = yk ∈
(0,∞) for k ∈ {1, 2, ..., n}, n ∈ N, then discrete version of (3.1) reduces to (1.3).

Example 2. When T = R, then continuous version of (3.1) can be written as

(
∫ b

a

|w(x)|dx

)γ−β

(∫ b

a

|w(x)||f(x)|dx

)β+1

(
∫ b

a

|w(x)||g(x)|dx

)γ ≤

∫ b

a

|w(x)||f(x)|β+1

|g(x)|γ
dx.

If we set [a, b]T = [qm, qn]qN0 for q > 1 and m < n, where m,n ∈ N0 and N0 is the set of nonnegative
integers, then

[

n−1
∑

i=m

qi
{

α|w(qi)|+(1−α)|w(qi+1)|
}

]γ−β

×

[

n−1
∑

i=m

qi
{

α|w(qi)||f(qi)|+(1−α)|w(qi+1)||f(qi+1)|
}

]β+1

[

n−1
∑

i=m

qi {α|w(qi)||g(qi)|+(1−α)|w(qi+1)||g(qi+1)|}

]γ

≤

n−1
∑

i=m

qi
{

α
|w(qi)||f(qi)|β+1

|g(qi)|γ
+ (1− α)

|w(qi+1)||f(qi+1)|β+1

|g(qi+1)|γ

}

.

Corollary 1. Let w, f, g ∈ C([a, b]T,R− {0}) be ⋄α-integrable functions. If γ ≤ β ≤ −1, then

(
∫ b

a

|w(x)| ⋄α x

)γ−β

(∫ b

a

|w(x)||f(x)| ⋄α x

)β+1

(
∫ b

a

|w(x)||g(x)| ⋄α x

)γ ≤

∫ b

a

|w(x)||f(x)|β+1

|g(x)|γ
⋄α x. (3.7)

Equality holds in (3.7), when f(x) ≡ g(x) ≡ c, where c is a nonzero real constant.

P r o o f. For β ≤ −1, γ ≤ −1, the inequalities −γ ≥ −β, −γ ≥ 1, −β ≥ 1 hold. Taking into
account inequality (3.1), we obtain

∫ b

a

|w(x)||f(x)|β+1

|g(x)|γ
⋄α x =

∫ b

a

|w(x)||g(x)|−γ

|f(x)|−β−1
⋄α x

≥

(∫ b

a

|w(x)| ⋄α x

)−β+γ

(∫ b

a

|w(x)||g(x)| ⋄α x

)−γ

(∫ b

a

|w(x)||f(x)| ⋄α x

)−β−1

=

(∫ b

a

|w(x)| ⋄α x

)γ−β

(∫ b

a

|w(x)||f(x)| ⋄α x

)β+1

(∫ b

a

|w(x)||g(x)| ⋄α x

)γ ,

thus inequality (3.7) holds. Clearly the equality holds in (3.7), when f(x) ≡ g(x) ≡ c, where c is a
nonzero real constant. �
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Corollary 2. Let w, f, g ∈ C([a, b]T,R) be ⋄α-integrable functions, where w(x), g(x) 6= 0,
∀x ∈ [a, b]T. If β ≥ 0, then

(∫ b

a

|w(x)||f(x)| ⋄α x

)β+1

(∫ b

a

|w(x)||g(x)| ⋄α x

)β
≤

∫ b

a

|w(x)||f(x)|β+1

|g(x)|β
⋄α x. (3.8)

Equality holds in (3.8), when f(x) = cg(x), where c is a real constant.

P r o o f. If we put β = γ in (3.1), then we get (3.8), which is Radon’s Inequality on dynamic
time scales. Clearly the equality holds in (3.8), if f(x) = cg(x), where c is a real constant. �

Corollary 3. Let w, f, g ∈ C([a, b]T,R− {0}) be ⋄α-integrable functions. If β ≤ −1, then

(∫ b

a

|w(x)||f(x)| ⋄α x

)β+1

(
∫ b

a

|w(x)||g(x)| ⋄α x

)β
≤

∫ b

a

|w(x)||f(x)|β+1

|g(x)|β
⋄α x. (3.9)

Equality holds in (3.9), when f(x) = cg(x), where c is a nonzero real constant.

P r o o f. By applying inequality (3.8) for β ≤ −1, we obtain

∫ b

a

|w(x)||f(x)|β+1

|g(x)|β
⋄α x =

∫ b

a

|w(x)||g(x)|−β

|f(x)|−β−1
⋄α x ≥

(
∫ b

a

|w(x)||g(x)| ⋄α x

)−β

(
∫ b

a

|w(x)||f(x)| ⋄α x

)−β−1
,

thus inequality (3.9) holds. Clearly the equality holds in (3.9), if f(x) = cg(x), where c is a nonzero
real constant. �

Corollary 4. Let w, f, g ∈ C([a, b]T,R − {0}) be ⋄α-integrable functions. If β > 0 or β ≤ −1,
then

(

∫ b

a
|w(x)||f(x)| ⋄α x

)β+1

(
∫ b

a

|w(x)||f(x)||g(x)|
1

β ⋄α x

)β
≤

∫ b

a

|w(x)||f(x)|

|g(x)|
⋄α x. (3.10)

P r o o f. Replace |g(x)| by |f(x)||g(x)|
1

β in (3.8) and (3.9), then inequality (3.10) is obtained.

�

Corollary 5. Let w, f ∈ C([a, b]T,R) be ⋄α-integrable functions, where w(x) 6= 0, ∀x ∈ [a, b]T.
If η2 ≥ η1 > 0, then









∫ b

a

|w(x)||f(x)|η1 ⋄α x

∫ b

a

|w(x)| ⋄α x









1

η1

≤









∫ b

a

|w(x)||f(x)|η2 ⋄α x

∫ b

a

|w(x)| ⋄α x









1

η2

. (3.11)



Formation of versions of some dynamic inequalities on time scales 95

P r o o f. Take β ≥ 0, 1 + β = η2
η1

≥ 1 and g(x) = 1, then (3.8) becomes

(
∫ b

a

|w(x)||f(x)| ⋄α x

)

η2
η1

(∫ b

a

|w(x)| ⋄α x

)

η2
η1

−1
≤

∫ b

a

|w(x)||f(x)|
η2
η1 ⋄α x. (3.12)

Dividing (3.12) by
∫ b

a
|w(x)|⋄α x, replacing |f(x)| by |f(x)|η1 and taking power 1/η2 > 0, we get the

inequality (3.11), which is known as the dynamic weighted power mean inequality on time scales.

�

Remark 4. Set β ≥ 0, 1 + β = η2/η1 ≥ 1, g(x) = 1 and
∫ b

a
|w(x)| ⋄α x = 1, then (3.11) becomes

(∫ b

a

|w(x)||f(x)|η1 ⋄α x

)

1

η1

≤

(∫ b

a

|w(x)||f(x)|η2 ⋄α x

)

1

η2

. (3.13)

Inequality given in (3.13) is called Schlömilch’s Inequality on time scales.

Let w, f ∈ Crd([a, b]T, [0,∞)), then for α = 1, inequality (3.13) takes the form

(
∫ b

a

w(x)fη1(x)∆x

)

1

η1

≤

(
∫ b

a

w(x)fη2(x)∆x

)

1

η2

,

as given in [12, Lemma A].

Let w, f ∈ C([a, b]T, [0,∞)), then inequality (3.13) takes the form

(
∫ b

a

w(x)fη1(x) ⋄α x

)

1

η1

≤

(
∫ b

a

w(x)fη2(x) ⋄α x

)

1

η2

,

as given in [20, Lemma 3.4].

Now we present generalized Nesbitt’s Inequality on dynamic time scale calculus.

Theorem 8. Let w, f ∈ C([a, b]T,R− {0}) be ⋄α-integrable functions, c, d ∈ R and

c

∫ b

a

|w(x)||f(x)| ⋄α x− d|f(x)| > 0,

where x ∈ [a, b]T. If β ≥ γ ≥ 0, then

(∫ b

a

|w(x)| ⋄α x

)2γ−β

(∫ b

a

|w(x)||f(x)| ⋄α x

)β−2γ+1

(

c

∫ b

a

|w(x)| ⋄α x− d

)γ

≤

∫ b

a

|w(x)||f(x)|β−γ+1

(

c

∫ b

a

|w(x)||f(x)| ⋄α x− d|f(x)|

)γ ⋄α x.

(3.14)
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P r o o f. By using inequality (3.1), we have that

∫ b

a

|w(x)||f(x)|β−γ+1

(

c

∫ b

a

|w(x)||f(x)| ⋄α x− d|f(x)|

)γ ⋄α x

=

∫ b

a

|w(x)||f(x)|β+1

(

c|f(x)|

∫ b

a

|w(x)||f(x)| ⋄α x− d|f(x)|2
)γ ⋄α x

≥

(
∫ b

a

|w(x)| ⋄α x

)γ−β

(∫ b

a

|w(x)||f(x)| ⋄α x

)β+1

[

c

(∫ b

a

|w(x)||f(x)| ⋄α x

)2

− d

∫ b

a

|w(x)||f(x)|2 ⋄α x

]γ .

Taking Jensen’s Inequality into account, we have









∫ b

a

|w(x)||f(x)| ⋄α x
∫ b

a

|w(x)| ⋄α x









2

≤

∫ b

a

|w(x)||f(x)|2 ⋄α x
∫ b

a

|w(x)| ⋄α x

. (3.15)

Then, using inequality (3.15), we have that

c

(∫ b

a

|w(x)||f(x)| ⋄α x

)2

− d

∫ b

a

|w(x)||f(x)|2 ⋄α x

≤ c

(∫ b

a

|w(x)||f(x)| ⋄α x

)2

−
d

∫ b

a

|w(x)| ⋄α x

(∫ b

a

|w(x)||f(x)| ⋄α x

)2

=









c

∫ b

a

|w(x)| ⋄α x− d

∫ b

a

|w(x)| ⋄α x









(
∫ b

a

|w(x)||f(x)| ⋄α x

)2

.

And then

(
∫ b

a

|w(x)||f(x)| ⋄α x

)β+1

[

c

(∫ b

a

|w(x)||f(x)| ⋄α x

)2

− d

∫ b

a

|w(x)||f(x)|2 ⋄α x

]γ

≥









∫ b

a

|w(x)| ⋄α x

c

∫ b

a

|w(x)| ⋄α x− d









γ

(
∫ b

a

|w(x)||f(x)| ⋄α x

)β−2γ+1

.
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So,









∫ b

a

|w(x)| ⋄α x

c
∫ b

a
|w(x)| ⋄α x− d









γ

(
∫ b

a

|w(x)||f(x)| ⋄α x

)β−2γ+1

≤

(
∫ b

a

|w(x)| ⋄α x

)β−γ ∫ b

a

|w(x)||f(x)|β−γ+1

(

c
∫ b

a
|w(x)||f(x)| ⋄α x− d|f(x)|

)γ ⋄α x.

(3.16)

Clearly (3.14) holds true from (3.16). �

Remark 5. If we set α = 1, T = Z, w(x) = 1, β = γ = 1 and f(k) = xk ∈ (0,∞) for
k ∈ {1, 2, ..., n}, n ∈ N− {1}, then discrete version of (3.14) reduces to

n

cn− d
≤

n
∑

k=1

xk
cXn − dxk

, (3.17)

where Xn = x1 + x2 + ...+ xn.
Inequality (3.17) is called generalized Nesbitt’s Inequality as given in [10].
Further if we set n = 3 and c = d, where c, d ∈ (0,∞), then (3.17) takes the form

3

2
≤

x1
x2 + x3

+
x2

x3 + x1
+

x3
x1 + x2

, (3.18)

where x1, x2, x3 > 0. Inequality (3.18) is called Nesbitt’s Inequality as given in [14].

Remark 6. If we set α = 1, then we get delta versions of dynamic inequalities and if we set
α = 0, then we get nabla versions of dynamic inequalities presented in this article.

Further if we put T = Z, then we get discrete versions of dynamic inequalities and if we put
T = R, then we get continuous versions of dynamic inequalities presented in this article.

4. Conclusion and Future Work

In this research article, we have presented dynamic inequalities on diamond-α calculus such
as Radon’s Inequality, Bergström’s Inequality, the weighted power mean inequality, Schlömilch’s
Inequality and Nesbitt’s Inequality.

We can generalize dynamic inequalities using functional generalization as given in [20]. We can
present dynamic inequalities on fractional calculus as given in [16] and on quantum calculus. We
can develop dynamic inequalities using fractional Riemann-Liouville integral on time scale calculus
in a similar fashion as given in [2] and [17]. Similarly we can generalize dynamic inequalities of
this article using time scales fractional derivative as given in [2]. It will be interesting to present
dynamic inequalities in two or more dimensions.

Recently it has found that many dynamic inequalities such as Radon’s Inequality, the weighted
power mean inequality, Schlömilch’s Inequality, Rogers-Hölder’s Inequality and Bernoulli’s Inequal-
ity are equivalent on time scales as given in [18], so we can find more equivalent dynamic inequalities
on time scales.
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Introduction

A nondeterministic finite automaton (NFA) is a triple A = (Q,Σ, δ), where Q is a finite non-
empty set of states, Σ is a finite non-empty set of input symbols, and δ is a map Q× Σ → P(Q),
where P(Q) is the power set of Q. The map δ is called the transition function of A ; it describes the
action of symbols in Σ at states in Q. As usual, we represent the NFA A by the labeled digraph
with the vertex set Q, the label alphabet Σ, and the set of labeled edges

{q
s
−→ q′ | q, q′ ∈ Q, s ∈ Σ, q′ ∈ δ(q, s)}.

A word over Σ is a finite (maybe, empty) sequence of symbols from Σ. The set of all words over
Σ including the empty word is denoted by Σ∗. If w = a1 · · · aℓ with a1, . . . , aℓ ∈ Σ is a non-empty
word over Σ, the number ℓ is said to be the length of w and is denoted by |w|. The length of the
empty word is defined to be 0. The set of all words of a given length ℓ over Σ is denoted by Σℓ.

For every NFA A = 〈Q,Σ, δ〉, we extend the function δ to a function P(Q) ×Σ∗ → P(Q) (still
denoted by δ) by induction on the length of w ∈ Σ∗. If |w| = 0, that is, w is the empty word, then,
for each X ⊆ Q, we let δ(X,w) := X. If |w| > 0, we represent w as w = sw′ with w′ ∈ Σ∗ and
s ∈ Σ and, for each X ⊆ Q, let δ(X,w) :=

⋃

q∈X δ(δ(q, s), w′) (the right hand side of the latter
equality is defined by the induction assumption since |w′| < |w|). To lighten the notation, we write
q.w for δ(q, w) and X.w for δ(X,w) whenever we deal with a fixed automaton.

The present note is a follow-up of the paper [12] by Volkov and the present author. We briefly
recall the problem approached in [12] and, in parallel, introduce the problem that we tackle here.
We are interested in synchronization of finite automata. The basic idea of synchronization is as
follows: for a given automaton, we look for a sequence of input signals that allows us to predict the
behaviour of the automaton after consuming these signals, no matter at which state the automaton
was at the beginning. This input is called a synchronizing word, and if an automaton possesses
such a word, it is called synchronizing.
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The above informal idea of synchronization is fairly easy to formalize for deterministic automata
but for NFAs it admits several non-equivalent formalizations. We are not going to survey all
formalizations that appear in the literature and restrict ourselves to the two following versions of
synchronization, both originating in [7].

Let A = (Q,Σ, δ) be an NFA. A word w ∈ Σ∗ is said to be D3-synchronizing if
⋂

q∈Q q.w 6= ∅.
In terms of the labeled digraph representing A , this condition amounts to saying that for each
q ∈ Q, there exists a directed path, whose consecutive labels form the word w, that starts at q and
terminates at a certain common state, independent of q. Observe that this definition implies that
the action of any D3-synchronizing word must be defined at every state of A . A NFA is called
D3-synchronizing if it admits a D3-synchronizing word.

A word w ∈ Σ∗ is said to be D2-synchronizing for A = (Q,Σ, δ) if q.w = q′.w for all q, q′ ∈ Q.
To understand the ‘physical meaning’ of this concept, imagine a big quantity of identical NFAs
which get the same input sequence and work on it in parallel. If the sequence constitutes a D2-
synchronizing word, then after consuming the input, the NFAs will demonstrate identical (that is,
synchronous) behaviour, even though originally they all might have been in different states that
were unknown to us.

In contrast to the condition
⋂

q∈Q q.w 6= ∅, the equality q.w = q′.w does not imply that the
action of w must be everywhere defined. However, the equality ensures that if a D2-synchronizing
word is undefined at some state, the word must be nowhere defined. Thus, a D2-synchronizing word
is either nowhere or everywhere defined; in the latter case, it is easy to see that the word is also D3-
synchronizing. (The converse is not true: a D3-synchronizing word can fail to be D2-synchronizing.)
A NFA is called D2-synchronizing if it has a D2-synchronizing word.

We mention that both D3- and D2-synchronization get very transparent meanings within a
standard matrix representation of NFAs. In this representation, an NFA A = (Q,Σ, δ) becomes a
collection of |Σ| Boolean Q × Q-matrices where each input symbol s ∈ Σ is encoded by a matrix
M(s) whose (q, q′)-entry is 1 if q′ ∈ δ(q, s) and 0 otherwise. It is not hard to check that the
automaton A is D3-synchronizing if and only if some product of the matrices M(s), s ∈ Σ, has a
column consisting entirely of 1s, and A is D2-synchronizing if and only if in some product of the
matrices M(s), s ∈ Σ, every column consists either entirely of 0s or entirely of 1s.

The problems of determining whether or not a given NFA is either D3- or D2-synchronizing are
known to be PSPACE-complete and there is no polynomial in n upper bound on the length of D3- or
D2-synchronizing words for NFAs with n states. (These facts follow from results found by Rystsov
in the early 1980s [10, 11] and later rediscovered (and strengthened) by Martyugin [9].) Thus,
given an NFA, finding a D3- or D2-synchronizing word of minimum length for it is computationally
hard. In [12] the author and Volkov have approached the problem of finding a D3-synchronizing
word of minimum length for a given NFA via the SAT-solver method. The method of treating
computationally hard problems consists in encoding them as instances of the Boolean satisfiability
problem (SAT) that are then fed to a SAT-solver, that is, a specialized program designed to solve
instances of SAT. Modern SAT solvers are extremely powerful: they can solve instances with
hundreds of thousands of variables and millions of clauses within a few minutes. Therefore the
SAT-solver method has a very wide range of applications, see [5] for a survey. In particular, the
method has been successfully invoked for studying synchronization in deterministic automata, see
[6, 13]. Our results in [12] have demonstrated that the SAT-solver method can also be applied in
the realm of NFAs. Here we extend the approach to the case of D2-synchronization.

The paper is organized as follows. Sect. 1 describes the encoding reducing our problem to SAT.
Sect. 2 presents the main algorithm, outlines the settings of our experiments and gives samples of
our experimental results. Sect. 3 collects a few final remarks, including a discussion of the future
work in the direction of the present paper.
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1. Encoding to SAT

We start with a precise formulation of the problem which we are going to study here.

D2W (the existence of a D2-synchronizing word of a given length):
Input: A NFA A with two input symbols and a positive integer ℓ.
Output: YES if A has a D2-synchronizing word of length ℓ; NO otherwise.

In [12] the present author and Volkov have considered the problem D3W that has exactly the
same instances as D2W but asks whether or not A has a D3-synchronizing word of length ℓ. For
both D2W and D3W, the integer ℓ is assumed to be given in unary; as explained in [12, Sect. 2],
with ℓ given in binary, it is not feasible to expect the existence of a polynomial reduction from
D3W to SAT, and the very same argument applies to D2W.

It is fair to say that our encoding of D2W has been obtained as a modification of the encoding
of D3W suggested in [12]. However, restricting here to the “new” part of the encoding only would
make the present paper difficult to follow without looking at [12] at every single step of the way.
Therefore, we have preferred to describe our encoding in a self-contained manner, even though this
causes a few overlaps with [12].

Recall that an instance of SAT is a pair (V,C), where V is a set of Boolean variables and C is
a collection of clauses over V . (A clause over V is a disjunction of literals and a literal is either a
variable in V or the negation of a variable in V .) The answer to an instance (V,C) is YES if (V,C)
has a satisfying assignment (i.e., a truth assignment on V that satisfies C) and NO otherwise. We
aim to construct a polynomial reduction of D2W to SAT. For this, we have to find two polynomials
v(x, y) and c(x, y) (preferably of low degrees in x and y) with the following property: given an
arbitrary instance (A , ℓ) of D2W, where A = (Q,Σ, δ) is an NFA with two input symbols, we are
able to produce an instance (V,C) of SAT such that the answer to (A , ℓ) is YES if and only if so
is the answer to (V,C), while |V | ≤ v(|Q|, ℓ) and |C| ≤ c(|Q|, ℓ).

Throughout our encoding, we let Σ := {0, 1} and Q := {q0, . . . , qn−1}. For a state q ∈ Q, we
use the expressions P0(q) and P1(q) to denote the sets of all preimages of q under the actions of
the input symbols 0 and 1 respectively; that is, if a is either of the two symbols, then

Pa(q) := {p ∈ Q | q ∈ p.a}.

First we define the set V of variables. We need two sorts of variables: letter variables and token
variables.

The letter variables are x1, . . . , xℓ. The variable xt, 1 ≤ t ≤ ℓ, plays the role of an indicator for
the t-th symbols at in the input word w := a1 · · · aℓ ∈ Σℓ: the value of xt is 1 if and only if at = 1.

The token variables are ytij where i, j = 0, . . . , n − 1 and t = 0, 1, 2, . . . , ℓ. To explain the role
of these variables, we use a solitaire-like game Γ on the labeled digraph representing the NFA A .
In the initial position of Γ, each state qi ∈ Q holds exactly one token denoted i. In the course of
the game, tokens migrate and may multiply or disappear according to the previous position of the
game and the action of the player. Namely, at each move an input symbol a ∈ Σ is chosen. Then
for each state q ∈ Q such that q.a 6= ∅, all tokens that were held by q slide along the edges labeled
a to all states in the set q.a. (If |q.a| > 1, then every token held by q gives rise to |q.a| identical
tokens, one for each state in q.a.) If q.a = ∅, then all tokens that were held by q disappear. Thus,
after the move, the token i occurs at a state p ∈ Q if and only if p ∈ q.a for some state q that had
held i just prior to the move. For an illustration, Fig. 1 (borrowed from [12]) demonstrates the
initial case of a 5-state NFA with the input alphabet {0, 1} (top), along with the outcomes of the
first move, depending on whether 0 or 1 has been chosen for the move (bottom left and bottom
right, respectively).
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Figure 1. Redistribution of tokens after the first move

The intended meaning of the variables ytij (which will be enforced by the condition we impose
on them later) is as follows: ytij = 1 should mean that after t rounds of the game Γ, one of the
tokens held by the state qj is i.

Perhaps, it makes sense to add a matrix interpretation of the game Γ as the token variables get
quite a clear meaning under this interpretation. The initial position of Γ can be thought of as the
identity Boolean Q × Q-matrix. At each move, an input symbol a ∈ Σ is chosen and the matrix
of the current position is right multiplied by the matrix M(a). Then for each fixed t, the values
of the variables ytij are exactly the entries of the matrix corresponding to the position of Γ after t
moves. For instance, the matrices that correspond to two possible positions of the game played on
the 5-state NFA in Fig. 1 are













1 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 1 0
1 0 0 0 0













and













0 0 1 1 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 1
0 1 0 0 0













.

Altogether, V consists of n2(ℓ+1)+ℓ variables so that we can take the polynomial x2(y+1)+y
to play the role of v(x, y) from the above definition of polynomial reduction. For the reduction
from D3W to SAT in [12], an extra set of n variables (the so-called synchronization variables) was
used. Here we have managed to slightly decrease the number of variables.

Now we describe the set C of clauses over V corresponding to the instance (A , ℓ). As in [12],
C is the disjoint union of set C0 of initial clauses, the sets Ct, t = 1, . . . , ℓ, of transition clauses,
and the set S of synchronization clauses. The clauses in C0, C1, . . . , Cℓ are constructed exactly as
in [12] (but we will recall the construction for the reader’s convenience) while the clauses in S are
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essentially different as these are the clauses that reflect the essence of D2-synchronization.
The clauses in C0 describe the initial position of the game Γ. In this position, each state qi ∈ Q

holds the token i and nothing else. Therefore C0 consists of n2 one-literal clauses, namely, the
clauses y000, . . . , y

0
n−1n−1 along with all clauses of the form ¬y0ij with i 6= j.

In order to define Ct for t = 1, . . . , ℓ, consider for all i, j = 0, . . . , n− 1, the following formulas:

Ψt
ij : ytij ⇐⇒

(

xt ∧
∨

qk∈P1(qj)

yt−1
ik

)

∨
(

¬xt ∧
∨

qh∈P0(qj)

yt−1
ih

)

.

The equivalence Ψt
ij is nothing but a direct translation of the above propagation rule for the

tokens in the language of propositional logic. Indeed, it says that the token i occurs at the state qj
after t moves if and only if one of the following alternatives takes place:

• the t-th move was done with the input symbol 1 and one of the preimages of qj under the
actions of 1 was holding i after t− 1 moves, or

• the t-th move was done with the input symbol 0 and one of the preimages of qj under the
actions of 0 was holding i after t− 1 moves.

The following fact is a special instance of [12, Lemma 2]:

Lemma 1. Every truth assignment ϕ : {x1, . . . , xℓ} → {0, 1} on the letter variables has a
unique extension ϕ to the token variables ytij that makes all the clauses in C0 and all the for-
mulas Ψt

ij hold true (i, j = 0, . . . , n − 1, t = 1, . . . , ℓ). The token variable ytij gets value 1 under ϕ
if and only if after the moves ϕ(x1), . . . , ϕ(xt) of the game Γ, one of the tokens held by the state qj
is i.

Now, for each t = 1, . . . , ℓ, we let Ct be the set of all clauses of a suitable CNF (conjunctive
normal form) equivalent to

∧

1≤i,j≤n

Ψt
ij. Of course, there are many ways to convert the latter formula

to an equivalent CNF, but in order to reuse a part of code written for [12], we retain for Ct the
following set of clauses:

¬ytij ∨ xt ∨
∨

qh∈P0(qj)

yt−1
ih , ¬ytij ∨ ¬xt ∨

∨

qk∈P1(qj)

yt−1
ik , (1.1)

ytij ∨ ¬xt ∨ ¬yt−1
ik for each qk ∈ P1(qj), (1.2)

ytij ∨ xt ∨ ¬yt−1
ih for each qh ∈ P0(qj). (1.3)

Clauses of the form (1.1)–(1.3) simplify if one of the sets P0(qj) or P1(qj) is empty. In (1.1) the
disjunctions over the empty sets are omitted so that if, say, P0(qj) = ∅, then the first clause in (1.1)
reduces to ¬ytij ∨ xt. As for (1.2) or (1.3), these clauses disappear whenever P1(qj) or, respectively
P0(qj) are empty. Thus, if the state qj is such that P0(qj) = P1(qj) = ∅, then both (1.2) and (1.3)
vanish and the two clauses in (1.1) reduce to ¬ytij ∨ xt and ¬ytij ∨ ¬xt. The latter pair of clauses
is clearly equivalent to just ¬ytij whence all clauses (1.1)–(1.3) reduce to ¬ytij for this particular j
and for all i = 0, . . . , n − 1 and t = 1, . . . , ℓ. This fact amounts to expressing the following simple
idea: if the state qj has no incoming edges, then no token can arrive at qj after any move of the
game Γ.

Let m stand for the number of all transitions in A , that is, triples (q, a, q′) ∈ Q× Σ ×Q with
q′ ∈ δ(q, a). Clearly, m ≤ 2n2. For each fixed i, the number

∑n
j=1(|P1(qj)| + |P0(qj)|) of clauses of

the forms (1.2) and (1.3) is equal to m, whence the total number of such “short” clauses is mn. As
for “long” clauses in (1.1), there are at most two such clauses for each fixed pair (i, j), whence their
total number does not exceed 2n2. Altogether, |Ct| ≤ n(m+ 2n) ≤ 2n2(n+ 1) for each t = 1, . . . , ℓ.
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While clauses in
⋃ℓ

t=0 Ct coincide with those used in [12], the sets of synchronization clauses
in [12] and here are different. The present set S contains n2 disjunctions of the following form:

¬yℓij ∨ yℓi+1(mod n) j , i, j = 0, . . . , n− 1. (1.4)

Clearly, for each fixed j, the clauses (1.4) are equivalent to the cycle of implications

yℓ0j → yℓ1j , yℓ1j → yℓ2j , . . . , y
ℓ
n−1 j → yℓ0j

that expresses the idea of D2-synchronization as follows: if the state qj holds some token after ℓ
moves, then qj must hold all n tokens 0,1, . . . ,n− 1. Observe that the clauses (1.4) are satisfied
if all variables yℓij get value 0; by Lemma 1 this happens exactly when all tokens disappear after

ℓ moves which means that the word w ∈ Σℓ corresponding to the chosen sequence of moves is
nowhere defined. In this paper we are interested in finding only those D2-synchronizing words that
are somewhere defined; we refer to them as proper D2-synchronizing words. Therefore, we add to
the set S the following clause:

∨

0≤j≤n−1

yℓ0j. (1.5)

The clause (1.5) is satisfied if and only if some state holds the token 0 after ℓ moves; in the
presence of (1.4), the latter fact is equivalent to the claim that some state holds some token after
ℓ moves, which in turn means that the word w is somewhere defined.

The whole set C = S ∪
⋃ℓ

t=0 Ct consists of at most 2n2((n + 1)ℓ + 1) + 1 clauses. Thus, the
polynomial 2x2((x+1)y+1)+1 can be taken as c(x, y) from the definition of polynomial reduction.
Summarizing the above discussion, we arrive at the following result parallel to [12, Theorem 3].

Theorem 1. An NFA A has a proper D2-synchronizing word of length ℓ if and only if the
instance (V,C) of SAT constructed above is satisfiable, and the construction takes time polynomial
in the size of A and the value of ℓ. Moreover, a word w = a1 · · · aℓ with a1, . . . , aℓ ∈ {0, 1} is
proper D2-synchronizing for A if and only if the map xt 7→ at, t = 1, . . . , ℓ, extends to a satisfying
assignment for (V,C).

2. Experimental results

The general scheme of our experiments follows [12] mutatis mutandis. We outline our basic
procedure, commenting on similarities with and differences from the procedure implemented in [12].

1. A positive integer n (the number of states) is fixed. As in [12], we have considered n ≤ 100.

2. A random NFA A with n states and 2 input symbols is generated. We have used the same
two models of random generation that were used in [12] but we provide details below for the
reader’s convenience. As in [12], we disregard NFAs that have no everywhere defined input
symbol because such NFAs possess neither D3-synchronizing nor proper D2-synchronizing
words.

3. A positive integer ℓ0 (the hypothetical length of the shortest D2-synchronizing word for A )
is chosen. Taking into account the fact that proper D2-synchronization is more restrictive
than D3-synchronization, we have used slightly larger values of ℓ0 than in [12]. We introduce
three integer variables ℓmin, ℓ, and ℓmax and initialize them as follows: ℓmin := 1, ℓ := ℓ0,
ℓmax := 2ℓ0.

4. The pair (A , 1) is encoded into a SAT instance (V ′, C ′) as described in Sect. 1.
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5. The instance (V ′, C ′) is scaled to the instance (V,C) that encodes the pair (A , ℓ), see Re-
mark 1 below.

6. The SAT solver MiniSat 2.2.0. is invoked to solve the SAT instance (V,C). We refer to [3]
for a description of the underlying ideas of MiniSat and to [4] for a discussion and the source
code of the solver.

7. The binary search on ℓ is performed. If MiniSat returns YES on the instance (V,C), we
check whether or not ℓ = ℓmin. If ℓ = ℓmin, then ℓ is the minimum length of proper D2-syn-
chronizing words for A , and we pass to Step 2 to generate another NFA. If ℓ > ℓmin, we keep
the value of ℓmin, update ℓmax and ℓ by letting

ℓmax := ℓ, ℓ :=

⌊

ℓmin + ℓmax

2

⌋

,

and pass to Step 5.

If the MiniSat returns NO on the instance (V,C), we check whether or not ℓ = ℓmax. If
ℓ = ℓmax, we interpret this as the evidence that the NFA A fails to be properly D2-synchro-
nizing2 and go to Step 2 to generate another NFA. If ℓ < ℓmax, we keep the value of ℓmax,
update ℓmin and ℓ by letting

ℓmin := ℓ + 1, ℓ :=

⌈

ℓmin + ℓmax

2

⌉

,

and pass to Step 5.

Remark 1. In the course of the binary search outlined above, we have to consider instances
of D2W with the same NFA A but different values of ℓ. An important feature of the encoding
presented in Sect. 1 is that as soon as we have constructed the “primary” SAT instance (V ′, C ′)
that encodes the D2W instance (A , 1), we are in a position to scale (V ′, C ′) to the SAT instance
encoding the D2W instance (A , ℓ) for any value of ℓ. In order to explain this feature, recall that
MiniSAT accepts its input in the following text format (so-called simplified DIMACS CNF format).
Every line beginning c is a comment. The first non-comment line is of the form:

p cnf NUMBER OF VARIABLES NUMBER OF CLAUSES

Variables are represented by integers from 1 to NUMBER OF VARIABLES. The first non-comment line
is followed by NUMBER OF CLAUSES non-comment lines each of which defines a clause. Every such
line starts with a space-separated list of different non-zero integers corresponding to the literals of
the clause: a positive integer corresponds to a literal which is a variable, and a negative integer
corresponds to a literal which is the negation of a variable; the line ends in a space and the number 0.

Given an NFA A with n states, we write the SAT instance (V ′, C ′), which corresponds to (A , 1),
in DIMACS CNF format, representing the variables y0ij, y

1
ij, and x1 by the numbers, respectively,

in + j + 1, n2 + in + j + 2, and n2 + 1. Consider, for a simple illustration, the NFA E2 shown
in Fig. 2.

Table 1 in the next page presents our encoding of the D2W instance (E2, 1) as a SAT instance.
In the left column the SAT instance is shown as a list of clauses while the right column shows it in
DIMACS CNF format.

2Of course, the equality ℓ = ℓmax only means that A has no proper D2-synchronizing word of length
≤ 2ℓ0, and it is not excluded, in principle, that the NFA is properly D2-synchronizing but its shortest proper
D2-synchronizing word is very long. However, by choosing appropriate values of the parameter ℓ0, we have
drastically minimized the number of the “bad” cases when the SAT solver returns NO and ℓ = ℓmax so that
we have been able to analyze each of them individually.
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q0 q1

0

1

0

0

Figure 2. The NFA E2

Clauses DIMACS CNF lines

p cnf 9 25

C ′
0















y000
¬y001
¬y010
y011

1 0

-2 0

-3 0

4 0

C ′
1















































































































¬y100 ∨ x1 ∨ y000 ∨ y001
¬y100 ∨ ¬x1

y100 ∨ x1 ∨ ¬y000
y100 ∨ x1 ∨ ¬y001
¬y101 ∨ x1 ∨ y001
¬y101 ∨ ¬x1 ∨ y000
y101 ∨ ¬x1¬y

0
00

y101 ∨ x1 ∨ ¬y001
¬y110 ∨ x1 ∨ y010 ∨ y011
¬y110 ∨ ¬x1

y110 ∨ x1 ∨ ¬y010
y110 ∨ x1 ∨ ¬y011
¬y111 ∨ x1 ∨ y011
¬y111 ∨ ¬x1 ∨ y010
y111 ∨ ¬x1¬y

0
10

y111 ∨ x1 ∨ ¬y011

-6 5 1 2 0

-6 -5 0

6 5 -1 0

6 5 -2 0

-7 5 2 0

-7 -5 1 0

7 -5 -1 0

7 5 -2 0

-8 5 3 4 0

-8 -5 0

8 5 -3 0

8 5 -4 0

-9 5 4 0

-9 -5 3 0

9 -5 -3 0

9 5 -4 0

S ′























¬y100 ∨ y101
¬y101 ∨ y100
¬y110 ∨ y111
¬y111 ∨ y110
y100 ∨ y101

-6 7 0

-7 6 0

-8 9 0

-9 8 0

6 7 0

Table 1. The SAT encoding of the D2W instance (E2, 1)

Now, in order to scale (V ′, C ′) to the SAT instance (V,C) that encodes the pair (A , ℓ) for
some given ℓ > 1, we perform the following transformations on the DIMACS CNF representation
of C ′ = C ′

0 ∪ C ′
1 ∪ S′:

1. In the first non-comment line, replace NUMBER OF VARIABLES and NUMBER OF CLAUSES by
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n2(ℓ + 1) + ℓ and respectively ℓN + 2n2 + 1, where N is the number of clauses in C ′
1.

2. Keep the lines corresponding to the clauses in C ′
0 and C ′

1.

3. For each t = 2, . . . , ℓ, add all the lines obtained from the ones corresponding to the clauses
C ′
1 by keeping the sign of every non-zero integer and adding (t− 1)n2 + t− 1 to its absolute

value.

4. In each line corresponding to a clause in S′, substitute every nonzero integer ±k by the
integer ±(k + (ℓ− 1)n2 + ℓ− 1).

Our experiments have been performed on a personal computer equipped with an Intel(R)
Core(TM) i5-2520M processor with 2.5 GHz CPU and 4GB of RAM. We have implemented the
described algorithm in C++ and compiled with GCC 4.9.2. For various fixed n ≤ 100, up to
1000 NFAs with n states have been generated and analyzed. We have generated 1000 automata
for each n ∈ {5, 10, . . . , 30}, 700 automata for each n ∈ {35, 40, . . . , 60}, 500 automata for each
n ∈ {65, 70, . . . , 80}, and 200 automata for each n ∈ {90, 100}. The calculations have taken ≈ 400
seconds for n = 10 and ≈ 1.2 · 105 seconds for n = 80.

As in [12], the two models used for random generation of an NFA A = (Q,Σ, δ) with n states
and 2 input symbols were the uniform model based on the uniform distribution and the Poisson
model based on the Poisson distribution with some parameter λ. For each state q ∈ Q and each
symbol s ∈ Σ, we first choose a number k ∈ {0, 1, 2, . . . , n} that serves as the cardinality of the
set δ(q, s). In the uniform model, each k is chosen with probability 1/(n + 1) while in the Poisson
model with parameter λ, each k < n is chosen with probability e−λλk/k! and n is chosen with
probability 1 − e−λ

∑n−1
k=0 λ

k/k!. With k having been chosen, we proceeded the same in both
models, by choosing δ(q, s) from all

(

n
k

)

subsets of Q with cardinality k uniformly at random.

For NFAs generated under the uniform model, we have observed that for an overwhelming
majority of properly D2-synchronizing NFAs, the length of the shortest proper D2-synchronizing
word is 3, and this conclusion does not depend on the number of states within the range of our
experiments. Recall that the experiments in [12] revealed quite a similar phenomenon for D3-
synchronization: if a NFA generated under the uniform model is D3-synchronizing (which happens
with the probability ≈ 60%, see [12, Proposition 5]), then its shortest D3-synchronizing word has
length 2, and this fact does not depend on the number of states. An informal explanation of the
latter phenomenon can be found in [12]; similar arguments apply also in the present situation.

Thus, the uniform model fails to produce any “slowly synchronizing” NFA. This indicates that
using SAT-solvers in the uniform setting was not really necessary since a brute-force approach
would suffice. Indeed, given an NFA A = (Q,Σ, δ), one can write all words over Σ up to a given
length in the short-lex order and apply each of these words to A until one finds a D2-synchronizing
word. As our experiments reveal, for a majority of NFAs generated under the uniform model, the
brute-force approach requires to check only words up to length 3.

For random NFAs generated under the Poisson model, our experiments show that if the pa-
rameter λ is fixed, the length of the shortest proper D2-synchronizing word grows with the number
of states but the growth rate is rather small. Some sample experimental results are presented
in Fig. 3. The three graphs in Fig. 3 correspond to NFAs with 30, 45, and 60 states generated
under the Poisson models with λ = 2 and demonstrate how these NFAs are distributed according
to the length of their shortest proper D2-synchronizing words. The horizontal axis is the minimum
length of proper D2-synchronizing words and the vertical axis is the number of NFAs. We have
applied the method of least squares to our experimental data, searching for an explicit function
of n that approximates the mean value Eλ(n) of the minimum lengths of proper D2-synchronizing
words for n-state NFAs generated under the Poisson model with a given parameter λ. The best
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Figure 3. Distributions of random NFAs with 30, 45, and 60 states generated under the Poisson model with
λ = 2 according to the minimum lengths of their proper D2-synchronizing words

approximations have been provided by logarithmic functions; for instance, for λ = 2, we have found
the following solution:

E2(n) ≈ −0.39 + 2.2 ln(n).
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Figure 4. The relative standard deviation of the minimum lengths of proper D2-synchronizing words for
n-state NFAs as a function of n

Fig. 4 shows the relation between the relative standard deviation of our datasets and the number
of states (for λ = 2).

Besides experimenting with randomly generated NFAs, we have tested our approach on certain
provably “slowly synchronizing” NFAs considered in the literature. Here we report a set of results
in which we used as benchmarks several automata from the series Pn suggested by de Bondt, Don,
and Zantema [2]. The state set of Pn is {1, 2, . . . , n}, n ≥ 3, and the input alphabet consists of
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two letters a and b whose actions are defined as follows:

q.a :=

{

q + 1 if q = 1, 2,

q if q = 3, . . . , n;
q.b :=











undefined if q = 1,

q + 1 if q = 2, . . . , n− 1,

1 if q = n.

Thus, the automata Pn are partial deterministic, and it is easy to see that for partial deterministic
automata, proper D2-synchronizing words coincide with D3-synchronizing words and coincide with
so-called carefully synchronizing words considered in [2]. Hence we can compare the information
about the length of shortest synchronizing words for Pn obtained in [2, Theorem 3] and the results
produced by an application of our procedure. In our experiments, we have examined all automata
Pn with n = 4, 5, . . . , 11, and for each of them, our result has matched the theoretical value
predicted by [2, Theorem 3]. The time consumed ranges from 0.301 sec for n = 4 to 4303 sec for
n = 11. Observe that in the latter case the shortest synchronizing word has length 116; clearly,
this value is out of reach for any brute-force method.

3. Conclusion and future work

We have presented a modification of the approach originated in [12] that has allowed us to
find shortest proper D2-synchronizing words for nondeterministic automata with two input letters
and up to 100 states. The size of automata that we are able to analyze may seem modest in
comparison with the results of [8] whose authors describe sophisticated methods to compute shortest
synchronizing words for deterministic automata with up to 350 states. However, two important
nuances should be taken into account. First, for the time being, the approach of [12] and the
present paper appears to be the only one that has proved to work in the realm of nondeterministic
automata. Second, it is well known that nondeterministic automata may be exponentially more
succinct than equivalent deterministic ones, and, say, an NFA with 100 states may encode the same
amount of information as a DFA with 2100 states.

We have concentrated on D2-synchronizing words which are everywhere defined. In fact, short-
est nowhere defined words are even easier to be find with a similar method. The point is that in
terms of our game Γ from Sect. 1, a nowhere defined word is just a word which application removes
all tokens. However, if all tokens are going to be eventually removed, there is no need to distinguish
between them! Therefore one can drastically reduce the number of variables and clauses used in
the encoding. Instead of the 3-parameter set of variables {ytij} used in Sect. 1, it suffices to consider
the 2-parameter set {ytj} where ytj = 1 should mean that after t rounds of the game Γ, the state
qj holds a token; similarly, the role of the 3-parameter set of formulas {Ψt

ij} can be played by
the 2-parameter set consisting of the formulas

ytj ⇐⇒
(

xt ∧
∨

qk∈P1(qj)

yt−1
k

)

∨
(

¬xt ∧
∨

qh∈P0(qj)

yt−1
h

)

for all j = 0, . . . , n − 1 and t = 1, . . . , ℓ. Similar simplifications apply to the sets of initial and
synchronization clauses. Therefore, it made no sense to search for nowhere and everywhere defined
D2-synchronizing words simultaneously, although it was possible (for this, one just had to remove
the clause (1.5) from the set of synchronization clauses).

Yet another version of synchronization for nondeterministic automata suggested in [7] is D1-
synchronization. A word w ∈ Σ∗ is said to be D1-synchronizing for A = (Q,Σ, δ) if q.w = q′.w
and |q.w| = 1 for all q, q′ ∈ Q. Clearly, every D1-synchronizing word is everywhere defined and is
D2-synchronizing but the converse is not true: an everywhere defined D2-synchronizing word need
not be D1-synchronizing. We can use encodings similar to those in [12] and the present paper in



110 Hanan Shabana

order to find shortest D1-synchronizing words for NFAs of reasonable sizes; one only has to adjust
the set of synchronization clauses.

We think that the results presented here and in [12] demonstrate that our approach works in
principle but, of course, its present implementation is only a toy prototype for a system that could
be used for real-world applications. There are several resources, on both software and hardware
sides, which can be employed to speed up our calculations and enlarge their range. In particular,
one can try more advanced SAT-solvers, such as CryptoMiniSat [14] and lingeling [1], and run a
version of our program on a multiprocessor grid.

Acknowledgments. The author thanks the anonymous referees for their constructive com-
ments and recommendations.
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