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#### Abstract

In this paper, we study modified-type proximal point algorithm for approximating a common solution of a lower semi-continuous mapping and fixed point of total asymptotically nonexpansive mapping in complete CAT(0) spaces. Under suitable conditions, some strong convergence theorems of the proposed algorithms to such a common solution are proved.
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## 1. Introduction

In recent years, much attention has been given to develop several iterative methods including the proximal point algorithms (PPA) which was suggested by Martinet [26] for solving convex optimization problems which was extensively developed by Rockafellar [28] in the context of monotone variational inequalities. The main idea of this method consists of replacing the initial problem with a sequence of regularized problems, so that each particular auxiliary problem can be solved by one of the well-known algorithms. Quiet number of different method of proximal point algorithm have been proposed and studied from the classical linear spaces such as Euclidean spaces, Hilbert spaces, and Banach spaces to the setting of manifolds (see [5, 6, 13, 18, 20, 26, 28]).
Recently, the classical proximal point algorithms have been extended from linear spaces such as Hilbert spaces or Banach spaces to the setting of nonlinear version.

In 2013, Bačák [6] introduced the PPA in a $\operatorname{CAT}(0)$ space $(X, d)$ as follows: $x_{1} \in X$ and

$$
x_{n+1}=\underset{y \in X}{\arg \min }\left(f(y)+\frac{1}{2 \lambda_{n}} d^{2}\left(y, x_{n}\right)\right), \quad \forall n \geq 1,
$$

where $\lambda_{n}>0, \forall n \geq 1$. It was shown that if $f$ has a minimizer and

$$
\sum_{n=1}^{\infty} \lambda_{n}=\infty,
$$

then the sequence $\left\{x_{n}\right\} \triangle$-converges to its minimizer [5].
It is a known fact that iterative methods for finding fixed points of nonexpansive mappings have received vast investigations due to its extensive applications in a variety of applied areas of inverse
problem, partial differential equations, image recovery, and signal processing; see [2, 5, 8, 15, 21] and the references therein.

Fixed-point theory in CAT(0) spaces was first studied by Kirk [22, 23]. He showed that every nonexpansive (single-valued) mapping defined on a bounded closed convex subset of a complete CAT(0) space always has a fixed point. Since then, the fixed-point theory for single-valued and multivalued mappings in $\operatorname{CAT}(0)$ spaces has been rapidly developed.

Recently, Suparatulatorn et al. [29] presented a new modified proximal point algorithm for solving the minimization of a convex function and the fixed points of nonexpansive mappings in CAT(0) spaces. Chang et al. [12] proved some strong convergence theorems of the PPA to a common fixed point of asymptotically nonexpansive mappings and to minimizers of a convex function in $\operatorname{CAT}(0)$ spaces.

Let $C$ be a nonempty subset of a complete $\operatorname{CAT}(0)$ space $X$ and $T$ a mapping from $C$ into itself. Then, a point $x \in C$ is called a fixed point of $T$ if $T x=x$. We denote by $F(T)$ the set of all the fixed points of $T$. A mapping $T$ from $C$ into itself is said to be:
(N) nonexpansive if $d(T x, T y) \leq d(x, y)$ for all $x, y \in C$;
(AN) asymptotically nonexpansive, if there is a sequence $\left\{u_{n}\right\} \subseteq[0, \infty)$ with $u_{n} \rightarrow 0$ as $n \rightarrow \infty$ such that

$$
d\left(T^{n} x, T^{n} y\right) \leq\left(1+u_{n}\right) d(x, y), \quad \forall n \geq 1, \quad x, y \in C
$$

(UL) uniformly $L$-Lipschitzian, if there exists a constant $L>0$ such that

$$
d\left(T^{n} x, T^{n} y\right) \leq L d(x, y), \quad \forall n \geq 1, \quad x, y \in C .
$$

The concept of total asymptotically nonexpansive mappings was first introduced by Alber et al. [1]. A mapping $T: C \rightarrow C$ is said to be total asymptotically nonexpansive mapping if there exists nonnegative sequences $\left\{\mu_{n}\right\},\left\{\nu_{n}\right\}$ with $\mu_{n} \rightarrow 0, \nu_{n} \rightarrow 0$ as $n \rightarrow \infty$ and a strictly increasing continuous function $\zeta:[0, \infty) \rightarrow[0, \infty)$ with $\zeta(0)=0$ such that

$$
d\left(T^{n} x, T^{n} y\right) \leq d(x, y)+\nu_{n} \zeta(d(x, y))+\mu_{n}, \quad \forall n \geq 1, \quad x, y \in C .
$$

Remark 1. From the definitions, it is known that each nonexpansive mapping is asymptotically nonexpansive mapping with sequence $\left\{u_{n}=0\right\}$, and each asymptotically nonexpansive mapping is ( $\left.\left\{\mu_{n}\right\},\left\{\nu_{n}\right\}, \zeta\right)$-total asymptotically nonexpansive mapping with $\mu_{n}=0, \nu_{n}=u_{n}, \forall n \geq 1$ and $\zeta(t)=t, t \geq 0$. But the opposite may not be true for each of them in a general sense. Furthermore, every asymptotically nonexpansive mapping is a uniformly $L$-Lipschitzian mapping with

$$
L=\sup _{n \geq 1}\left(1+u_{n}\right) .
$$

Motivated and inspired by the above works, in this paper, we study a modified algorithm for proximal point and fixed point of total asymptotically nonexpansive mapping in CAT(0) space. Strong convergence of this algorithm is proved. Our method of proof is different from the method in Chang et al. [12].

## 2. Preliminaries

Let $(X, d)$ be a metric space and $x, y \in X$ with $d(x, y)=l$. A geodesic path from $x$ to $y$ is an isometry $c:[0, l] \rightarrow X$ such that $c(0)=x$ and $c(l)=y$. The image of a geodesic path is
called a geodesic segment. A metric space $X$ is a (uniquely) geodesic space, if every two points of $X$ are joined by only one geodesic segment. A geodesic triangle $\triangle\left(x_{1}, x_{2}, x_{3}\right)$ in a geodesic space $X$ consists of three points $x_{1}, x_{2}, x_{3}$ of $X$ and three geodesic segments joining each pair of vertices. A comparison triangle of a geodesic triangle $\triangle\left(x_{1}, x_{2}, x_{3}\right)$ is the triangle $\bar{\triangle}\left(x_{1}, x_{2}, x_{3}\right):=$ $\triangle\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}\right)$ in the Euclidean space $\mathbb{R}^{2}$ such that

$$
d\left(x_{i}, x_{j}\right)=d_{\mathbb{R}^{2}}\left(\bar{x}_{i}, \bar{y}_{j}\right), \quad \forall i, j=1,2,3
$$

A geodesic space $X$ is a $\operatorname{CAT}(0)$ space, if for each geodesic triangle $\triangle\left(x_{1}, x_{2}, x_{3}\right)$ in $X$ and its comparison triangle $\bar{\triangle}:=\triangle\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}\right)$ in $\mathbb{R}^{2}$, the $\mathrm{CAT}(0)$ inequality $d(x, y) \leq d_{\mathbb{R}^{2}}(\bar{x}, \bar{y})$ is satisfied for all $x, y \in \triangle$ and $\bar{x}, \bar{y} \in \bar{\triangle}$.

A thorough discussion of these spaces and their important role in various branches of mathematics are given in $[9,10]$. Let $x, y \in X$ and $\lambda \in[0,1]$, we write $\lambda x \oplus(1-\lambda) y$ for the unique point $z$ in the geodesic segment joining from $x$ to $y$ such that

$$
d(z, x)=(1-\lambda) d(x, y) \quad \text { and } \quad d(z, y)=\lambda d(x, y)
$$

We also denote by $[x, y]$ the geodesic segment joining from $x$ to $y$, that is,

$$
[x, y]=\{\lambda x \oplus(1-\lambda) y: \lambda \in[0,1]\}
$$

A subset $C$ of a CAT(0) space is convex if $[x, y] \subseteq C$ for all $x, y \in C$.
Berg and Nikolaev [7] introduced the concept of an inner product-like notion (quasilinearization) in complete $\operatorname{CAT}(0)$ spaces to resolve these difficulties as follows:

Let denote a pair $(a, b) \in X \times X$ by $\overrightarrow{a b}$ and call it a vector. The quasilinearization is a map $\langle.,\rangle:.(X \times X) \times(X \times X) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle=\frac{1}{2}\left(d^{2}(a, d)+d^{2}(b, c)-d^{2}(a, c)-d^{2}(b, d)\right), \quad \forall a, b, c, d \in X . \tag{2.1}
\end{equation*}
$$

It is easily seen that $\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle=\langle\overrightarrow{c d}, \overrightarrow{a b}\rangle,\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle=-\langle\overrightarrow{b a}, \overrightarrow{c d}\rangle$ and $\langle\overrightarrow{a \vec{x}}, \overrightarrow{c d}\rangle+\langle\overrightarrow{x b}, \overrightarrow{c d}\rangle=\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle$ for all $a, b, c, d \in X$. We say that $X$ satisfies the Cauchy-Schwarz inequality if

$$
\langle\overrightarrow{a b}, \overrightarrow{c d}\rangle \leq d(a, b) d(c, d)
$$

for all $a, b, c, d \in X$. It is known that a geodesically connected metric space is a $\operatorname{CAT}(0)$ space if and only if it satisfies the Cauchy-Schwarz inequality (see [7]).

Lemma 1 [16]. Let $X$ be a $\operatorname{CAT}(0)$ space, $x, y, z \in X$ and $\lambda \in[0,1]$. Then

$$
d(\lambda x \oplus(1-\lambda) y, z) \leq \lambda d(x, z)+(1-\lambda) d(y, z) .
$$

Lemma 2 [16]. Let $X$ be a $\operatorname{CAT}(0)$ space, $x, y, z \in X$ and $\lambda \in[0,1]$. Then

$$
d^{2}(\lambda x \oplus(1-\lambda) y, z) \leq \lambda d^{2}(x, z)+(1-\lambda) d^{2}(y, z)-\lambda(1-\lambda) d^{2}(x, y)
$$

Lemma 3 [14]. Let $X$ be a $\operatorname{CAT}(0)$ space, $x, y, z \in X$ and $\lambda \in[0,1]$. Then

$$
d^{2}(\lambda x \oplus(1-\lambda) y, z) \leq \lambda^{2} d^{2}(x, z)+(1-\lambda)^{2} d^{2}(y, z)+2 \lambda(1-\lambda)\langle\overrightarrow{x z}, \vec{y} \vec{z}\rangle
$$

Let $\left\{x_{n}\right\}$ be a bounded sequence in a complete $\operatorname{CAT}(0)$ space $X$. For $x \in X$, we set

$$
r\left(x,\left\{x_{n}\right\}\right)=\limsup _{n \rightarrow \infty} d\left(x, x_{n}\right) .
$$

The asymptotic radius $r\left(\left\{x_{n}\right\}\right)$ of $\left\{x_{n}\right\}$ is given by

$$
r\left(\left\{x_{n}\right\}\right)=\inf \left\{r\left(x,\left\{x_{n}\right\}\right): x \in X\right\}
$$

and the asymptotic center $A\left(\left\{x_{n}\right\}\right)$ of $\left\{x_{n}\right\}$ is the set

$$
A\left(\left\{x_{n}\right\}\right)=\left\{x \in X: r\left(x,\left\{x_{n}\right\}\right)=r\left(\left\{x_{n}\right\}\right)\right\}
$$

It is well known that in a $\operatorname{CAT}(0)$ space $A\left(\left\{x_{n}\right\}\right)$ consists of exactly one point (see [15, Proposition 7]).

Lemma 4 [24]. Every bounded sequence in a complete $\operatorname{CAT}(0)$ space always has a $\triangle$-convergent subsequence.

Lemma 5 [19]. Let $X$ be a complete CAT(0) space, $\left\{x_{n}\right\}$ be a sequence in $X$ and $x \in X$. Then $\left\{x_{n}\right\} \triangle$-converges to $x$ if and only if $\limsup _{n \rightarrow \infty}\left\langle\overrightarrow{x x_{n}}, \overrightarrow{x y}\right\rangle \leq 0$ for all $y \in C$.

A function $f: C \rightarrow(-\infty, \infty]$ defined on a convex subset $C$ of a $\operatorname{CAT}(0)$ space is convex if, for any geodesic

$$
[x, y]:=\left\{\gamma_{x, y}(\lambda): 0 \leq \lambda \leq 1\right\}:=\{\lambda x \oplus(1-\lambda) y: 0 \leq \lambda \leq 1\}
$$

joining $x, y \in C$, the function $f \circ \gamma$ is convex, i.e.

$$
f\left(\gamma_{x, y}(\lambda)\right):=f(\lambda x \oplus(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)
$$

For examples of convex functions in $\operatorname{CAT}(0)$, see [12]. For any $\lambda>0$, define the Moreau-Yosida resolvent of $f$ in $\mathrm{CAT}(0)$ space $X$ as

$$
J_{\lambda}(x)=\underset{y \in X}{\arg \min }\left[f(y)+\frac{1}{2 \lambda} d^{2}(y, x)\right], \quad \forall x \in X
$$

Let $f: X \rightarrow(-\infty, \infty]$ be a proper convex and lower semi-continuous function. It is shown in [3] that the set $F\left(J_{\lambda}\right)$ of fixed points of the resolvent associated with $f$ coincides with the set $\operatorname{argmin}_{y \in X} f(y)$ of minimizers of $f$. Also for any $\lambda>0$, the resolvent $J_{\lambda}$ of $f$ is nonoexpansive [17].

Lemma 6 (Sub-differential inequality [4]). Let ( $X, d$ ) be a complete CAT(0) space and $f: X \rightarrow(-\infty, \infty]$ be proper convex and lower semi-continuous. Then, for all $x, y \in X$ and $\lambda>0$, the following inequality holds:

$$
\frac{1}{2 \lambda} d^{2}\left(J_{\lambda} x, y\right)-\frac{1}{2 \lambda} d^{2}(x, y)+\frac{1}{2 \lambda} d^{2}\left(x, J_{\lambda} x\right)+f\left(J_{\lambda} x\right) \leq f(y)
$$

Lemma 7 [17, 27] (The resolvent identity). Let $(X, d)$ be a complete CAT(0) space and $f: X \rightarrow(-\infty, \infty]$ be proper convex and lower semi-continuous. Then the following identity holds:

$$
J_{\lambda} x=\left(\frac{\lambda-\mu}{\lambda} J_{\lambda} x \oplus \frac{\mu}{\lambda} x\right)
$$

for all $x \in X$ and $\lambda>\mu>0$.

Lemma 8 [11]. If $C$ is a closed convex subset of a complete $\operatorname{CAT}(0)$ space $X$ and $T: C \rightarrow X$ be a uniformly L-Lipschitzian and total asymptotically nonexpansive mappings. Let $\left\{x_{n}\right\}$ be a bounded sequence in $C$ such that $x_{n} \rightharpoonup p$ and

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0 .
$$

Then $T p=p$.
Lemma 9 [25]. Let $\left\{a_{n}\right\}$ be a sequence of real numbers such that there exists a subsequence $\left\{n_{i}\right\}$ of $\{n\}$ such that $a_{n_{i}}<a_{n_{i}+1}$ for all $i \in \mathbb{N}$. Then there exists a nondecreasing sequence $\left\{m_{k}\right\} \subset \mathbb{N}$ such that $m_{k} \rightarrow \infty$ and the following properties are satisfied by all (sufficiently large) numbers $k \in \mathbb{N}$

$$
a_{m_{k}} \leq a_{m_{k}+1} \quad \text { and } \quad a_{k} \leq a_{m_{k}+1} .
$$

In fact,

$$
m_{k}=\max \left\{j \leq k: a_{j}<a_{j+1}\right\}
$$

Lemma 10. ( $\mathrm{Xu},[30])$ Let $\left\{a_{n}\right\}$ be a sequence of nonnegative real numbers satisfying the following relation:

$$
a_{n+1} \leq\left(1-\alpha_{n}\right) a_{n}+\alpha_{n} \sigma_{n}+\gamma_{n}, \quad n \geq 0,
$$

where, (i) $\left\{\alpha_{n}\right\} \subset[0,1], \sum \alpha_{n}=\infty$; (ii) $\lim \sup \sigma_{n} \leq 0$; (iii) $\gamma_{n} \geq 0 ;(n \geq 0), \sum \gamma_{n}<\infty$. Then, $a_{n} \rightarrow 0$ as $n \rightarrow \infty$.

## 3. Main Result

Theorem 1. Let $X$ be a complete $\operatorname{CAT(0)~space~and~} C$ be a nonempty closed convex subset of $X$. Let $f: C \rightarrow(-\infty, \infty]$ be a proper convex and lower semi-continuous function and $T: C \rightarrow C$ be L-Lipschitzian and total asymptotically nonexpansive mappings with $\left\{u_{n}\right\},\left\{v_{n}\right\}$ and mappings $\zeta:[0, \infty) \rightarrow[0, \infty)$ satisfying $\sum_{n=1}^{\infty} u_{n}<\infty$ and $\sum_{n=1}^{\infty} v_{n}<\infty$ such that

$$
\Omega:=F(T) \bigcap \underset{y \in C}{\arg \min } f(y) \neq \emptyset .
$$

Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence generated by $x_{1}=w \in C$ chosen arbitrarily,

$$
\left\{\begin{array}{l}
z_{n}=\underset{y \in C}{\arg \min }\left[f(y)+\frac{1}{2 \lambda_{n}} d^{2}\left(y, x_{n}\right)\right]  \tag{3.1}\\
y_{n}=\alpha_{n} w \oplus\left(1-\alpha_{n}\right) z_{n} \\
x_{n+1}=\left(1-\beta_{n}\right) x_{n} \oplus \beta_{n} T^{n} y_{n}
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\}_{n=1}^{\infty} \subset(0,1),\left\{\beta_{n}\right\}_{n=1}^{\infty} \subset[c, d] \subset(0,1)$ satisfying

$$
\lim _{n \rightarrow \infty} \alpha_{n}=0, \quad \sum_{n=1}^{\infty} \alpha_{n}=\infty, \quad \lim _{n \rightarrow \infty} \frac{u_{n}}{\alpha_{n}}=0, \quad \lim _{n \rightarrow \infty} \frac{v_{n}}{\alpha_{n}}=0
$$

Assume there exists constant $M>0$, such that $\zeta(r) \leq M r, \forall r \geq 0$. Then $\left\{x_{n}\right\}_{n=1}^{\infty}$ converges strongly to $\Omega$.

Proof. Let $p \in \Omega$ and $f(p) \leq f(y), \quad \forall y \in C$. Therefore we obtain

$$
f(p)+\frac{1}{2 \lambda_{n}} d^{2}(p, p) \leq f(y)+\frac{1}{2 \lambda_{n}} d^{2}(y, p), \quad \forall y \in C,
$$

hence $p=J_{\lambda_{n}} p, \forall n \geq 1$. Indeed $z_{n}=J_{\lambda_{n}} x_{n}$ and $J_{\lambda_{n}}$ is nonexpansive [17]. Thus

$$
d\left(z_{n}, p\right)=d\left(J_{\lambda_{n}} x_{n}, J_{\lambda_{n}} p\right) \leq d\left(x_{n}, p\right) .
$$

Let $\delta_{n}:=\alpha_{n} \beta_{n}\left(1+u_{n} M\right)$. Since there exists $N_{0}>0$ such that

$$
\frac{u_{n}}{\alpha_{n}} \leq \frac{\epsilon\left(1+u_{n} M\right)}{M}, \quad \frac{v_{n}}{\alpha_{n}} \leq\left(1+u_{n} M\right)
$$

for all $n \geq N_{0}$ and for some $\epsilon>0$ satisfying $0 \leq(1-\epsilon) \delta_{n} \leq 1$. For any point $p \in \Omega$ and $n \geq N_{0}$, then we have from (3.1) and from Lemma 1 that

$$
\begin{aligned}
d\left(x_{n+1}, p\right)= & d\left(\left(1-\beta_{n}\right) x_{n} \oplus \beta_{n} T^{n} y_{n}, p\right) \\
\leq & \left(1-\beta_{n}\right) d\left(x_{n}, p\right)+\beta_{n} d\left(T^{n} y_{n}, p\right) \\
\leq & \left(1-\beta_{n}\right) d\left(x_{n}, p\right)+\beta_{n}\left(1+M u_{n}\right) d\left(y_{n}, p\right)+\beta_{n} v_{n} \\
= & \left(1-\beta_{n}\right) d\left(x_{n}, p\right)+\beta_{n}\left(1+M u_{n}\right)\left[d\left(\alpha_{n} w \oplus\left(1-\alpha_{n}\right) z_{n}, p\right)\right]+\beta_{n} v_{n} \\
\leq & \left(1-\beta_{n}\right) d\left(x_{n}, p\right)+\alpha_{n} \beta_{n}\left(1+M u_{n}\right) d(w, p)+\beta_{n}\left(1-\alpha_{n}\right)\left(1+M u_{n}\right) d\left(z_{n}, p\right)+\beta_{n} v_{n} \\
\leq & {\left[1-\beta_{n}+\beta_{n}\left(1-\alpha_{n}\right)\left(1+M u_{n}\right)\right] d\left(x_{n}, p\right) } \\
& +\alpha_{n} \beta_{n}\left(1+M u_{n}\right) d(w, p)+\beta_{n} v_{n} \\
\leq & {\left[1-(1-\epsilon) \delta_{n}\right] d\left(x_{n}, p\right)+\delta_{n}(1-\epsilon) \frac{(d(w, p)+1)}{(1-\epsilon)} } \\
\leq & \max \left\{d\left(x_{n}, p\right), \frac{(d(w, p)+1)}{(1-\epsilon)}\right\} .
\end{aligned}
$$

Thus, by induction

$$
d\left(x_{n}, p\right) \leq \max \left\{d\left(x_{N_{0}}, p\right), \frac{(d(w, p)+1)}{(1-\epsilon)}\right\}, \quad \forall n \geq N_{0} .
$$

It implies that $\left\{x_{n}\right\}$ is bounded, it follows that $\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ are also bounded. Furthermore, from (3.1) and Lemma 2 and letting $\bar{u}_{n}:=2 M u_{n}+u_{n}^{2}$, we obtain

$$
\begin{align*}
d^{2}\left(x_{n+1}, p\right)= & d^{2}\left(\left(1-\beta_{n}\right) x_{n} \oplus \beta_{n} T^{n} y_{n}, p\right) \\
\leq & \left(1-\beta_{n}\right) d^{2}\left(x_{n}, p\right)+\beta_{n} d^{2}\left(T^{n} y_{n}, p\right)-\beta_{n}\left(1-\beta_{n}\right) d^{2}\left(x_{n}, T^{n} y_{n}\right) \\
\leq & \left(1-\beta_{n}\right) d^{2}\left(x_{n}, p\right)+\beta_{n}\left(\left(1+M u_{n}\right) d\left(y_{n}, p\right)+v_{n}\right)^{2}-\beta_{n}\left(1-\beta_{n}\right) d^{2}\left(x_{n}, T^{n} y_{n}\right) \\
= & \left(1-\beta_{n}\right) d^{2}\left(x_{n}, p\right)+\beta_{n}\left(1+M \bar{u}_{n}\right) d^{2}\left(y_{n}, p\right)+\beta_{n} v_{n}\left[2\left(1+M u_{n}\right) d\left(y_{n}, p\right)+v_{n}\right] \\
& -\beta_{n}\left(1-\beta_{n}\right) d^{2}\left(x_{n}, T^{n} y_{n}\right), \tag{3.2}
\end{align*}
$$

also from Lemma 3, we have

$$
\begin{align*}
d^{2}\left(y_{n}, p\right) & =d^{2}\left(\alpha_{n} w \oplus\left(1-\alpha_{n}\right) z_{n}, p\right) \\
& \leq \alpha_{n}^{2} d^{2}(w, p)+\left(1-\alpha_{n}\right)^{2} d^{2}\left(z_{n}, p\right)+2 \alpha_{n}\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w p}, \overrightarrow{z_{n} p}\right\rangle \\
& \leq \alpha_{n}^{2} d^{2}(w, p)+\left(1-\alpha_{n}\right) d^{2}\left(z_{n}, p\right)+2 \alpha_{n}\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w p}, \overrightarrow{z_{n} \vec{p}}\right\rangle  \tag{3.3}\\
& \leq \alpha_{n}^{2} d^{2}(w, p)+\left(1-\alpha_{n}\right) d^{2}\left(x_{n}, p\right)+2 \alpha_{n}\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w p}, \overrightarrow{z_{n} p}\right\rangle . \tag{3.4}
\end{align*}
$$

From (3.2) and (3.4) and the fact that $\left\{y_{n}\right\}$ is bounded, we have that there exists $D>0$ such that
for any $n \geq N_{0}, d\left(y_{n}, p\right) \leq D$ and letting $\theta_{n}:=\alpha_{n} \beta_{n}$, we obtain

$$
\begin{align*}
d^{2}\left(x_{n+1}, p\right) \leq & \left(1-\beta_{n}\right) d^{2}\left(x_{n}, p\right)+\beta_{n}\left[\alpha_{n}^{2} d^{2}(w, p)+\left(1-\alpha_{n}\right) d^{2}\left(x_{n}, p\right)+2 \alpha_{n}\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w_{p}}, \overrightarrow{z_{n} p}\right\rangle\right] \\
& +\beta_{n} \bar{u}_{n} d^{2}\left(y_{n}, p\right) \beta_{n} v_{n}\left[2\left(1+M u_{n}\right) d\left(y_{n}, p\right)+v_{n}\right]-\beta_{n}\left(1-\beta_{n}\right) d^{2}\left(x_{n}, T^{n} y_{n}\right) \\
\leq & \left(1-\theta_{n}\right) d^{2}\left(x_{n}, p\right)+\theta_{n}\left[\alpha_{n} d^{2}(w, p)+\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w p}, \overline{z_{n} p}\right\rangle\right] \\
& +\beta_{n}\left[\bar{u}_{n} D^{2}+2 D v_{n}\left(1+M u_{n}\right)+v_{n}^{2}\right]-\beta_{n}\left(1-\beta_{n}\right) d^{2}\left(x_{n}, T^{n} y_{n}\right)  \tag{3.5}\\
\leq & \left(1-\theta_{n}\right) d^{2}\left(x_{n}, p\right)+\theta_{n}\left[\alpha_{n} d^{2}(w, p)+\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w p}, \overline{\left.z_{n} p\right\rangle}\right\rangle\right. \\
& +\beta_{n}\left[\bar{u}_{n} D^{2}+2 D v_{n}\left(1+M u_{n}\right)+v_{n}^{2}\right] . \tag{3.6}
\end{align*}
$$

To complete the proof, we have to consider the following two cases.
Case 1. Suppose $\left\{d\left(x_{n}, p\right)\right\}$ is non-increasing, then $\left\{d\left(x_{n}, p\right)\right\}$ is convergent, from (3.5) and boundedness of $\left\{z_{n}\right\}$, then there exists $D_{1}>0$ such that for any $n \geq N_{0}, d\left(z_{n}, p\right) \leq D_{1}$, thus

$$
\begin{align*}
\beta_{n}\left(1-\beta_{n}\right) d^{2}\left(x_{n}, T^{n} y_{n}\right) \leq & d^{2}\left(x_{n}, p\right)-d^{2}\left(x_{n+1}, p\right) \\
& +\theta_{n}\left[\alpha_{n} d^{2}(w, p)+2\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w p}, \overrightarrow{z_{n}} \vec{p}\right\rangle-d^{2}\left(x_{n}, p\right)\right] \\
& +\beta_{n}\left[\bar{u}_{n} D^{2}+2 D v_{n}\left(1+M u_{n}\right)+v_{n}^{2}\right] \\
\leq & d^{2}\left(x_{n}, p\right)-d^{2}\left(x_{n+1}, p\right) \\
& +\theta_{n}\left[\alpha_{n} d^{2}(w, p)+2\left(1-\alpha_{n}\right) D_{1} d(w, p)-d^{2}\left(x_{n}, p\right)\right] \\
& +\beta_{n}\left[\bar{u}_{n} D^{2}+2 D v_{n}\left(1+M u_{n}\right)+v_{n}^{2}\right], \tag{3.7}
\end{align*}
$$

which implies that

$$
\beta_{n}\left(1-\beta_{n}\right) d^{2}\left(x_{n}, T^{n} y_{n}\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, T^{n} y_{n}\right)=0 \tag{3.8}
\end{equation*}
$$

and from (3.1), we have

$$
\begin{equation*}
d\left(y_{n}, z_{n}\right) \leq \alpha_{n} d\left(w, z_{n}\right)+\left(1-\alpha_{n}\right) d\left(z_{n}, z_{n}\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty, \tag{3.9}
\end{equation*}
$$

also from (3.1) and (3.8), we obtain

$$
\begin{equation*}
d\left(x_{n+1}, x_{n}\right) \leq\left(1-\beta_{n}\right) d\left(x_{n}, x_{n}\right)+\beta_{n} d\left(T^{n} y_{n}, x_{n}\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{3.10}
\end{equation*}
$$

Furthermore from Lemma 6, we see that

$$
\frac{1}{2 \lambda_{n}} d^{2}\left(z_{n}, p\right)-\frac{1}{2 \lambda_{n}} d^{2}\left(x_{n}, p\right)+\frac{1}{2 \lambda_{n}} d^{2}\left(x_{n}, z_{n}\right) \leq f(p)-f\left(z_{n}\right),
$$

since $f(p) \leq f\left(z_{n}\right)$ for all $n \geq 1$, it follows that

$$
\begin{equation*}
d^{2}\left(x_{n}, z_{n}\right) \leq d^{2}\left(x_{n}, p\right)-d^{2}\left(z_{n}, p\right) \tag{3.11}
\end{equation*}
$$

But from (3.2) and (3.3), we obtain

$$
\begin{gathered}
d^{2}\left(x_{n+1}, p\right) \leq\left(1-\beta_{n}\right) d^{2}\left(x_{n}, p\right)+\beta_{n}\left[\alpha_{n}^{2} d^{2}(w, p)+\left(1-\alpha_{n}\right) d^{2}\left(z_{n}, p\right)+2 \alpha_{n}\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w p}, \overrightarrow{z_{n} p}\right\rangle\right] \\
+\beta_{n}\left[2 v_{n}\left(1+M u_{n}\right) d\left(y_{n}, p\right)+v_{n}^{2}+\bar{u}_{n} d^{2}\left(y_{n}, p\right)\right],
\end{gathered}
$$

therefore, from (2.1) and boundedness of $\left\{z_{n}\right\}$, we obtain

$$
\begin{align*}
d^{2}\left(x_{n}, p\right) \leq & \frac{1}{\beta_{n}}\left(d^{2}\left(x_{n}, p\right)-d^{2}\left(x_{n+1}, p\right)\right)+\alpha_{n}^{2} d^{2}(w, p)+\left(1-\alpha_{n}\right) d^{2}\left(z_{n}, p\right)  \tag{3.12}\\
& +2 \alpha_{n}\left(1-\alpha_{n}\right) D_{1} d(w, p)+2 D v_{n}\left(1+M u_{m}\right)+\bar{u}_{n} D^{2}
\end{align*}
$$

from (3.11) and (3.12), we obtain

$$
\begin{gathered}
d^{2}\left(x_{n}, z_{n}\right) \leq \frac{1}{\beta_{n}}\left(d^{2}\left(x_{n}, p\right)-d^{2}\left(x_{n+1}, p\right)\right)+\alpha_{n}\left(\alpha_{n} d^{2}(w, p)-d^{2}\left(z_{n}, p\right)\right) \\
+2 \alpha_{n}\left(1-\alpha_{n}\right) D_{1} d(w, p)+2 D v_{n}\left(1+M u_{m}\right)+\bar{u}_{n} D^{2}
\end{gathered}
$$

since $\left\{x_{n}\right\}$ and $\left\{z_{n}\right\}$ are bounded and $\left\{d\left(x_{n}, p\right)\right\}$ is non-increasing sequence, it follows from that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, z_{n}\right)=0 \tag{3.13}
\end{equation*}
$$

from (3.9) and (3.13), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right)=0 \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(y_{n}, T^{n} y_{n}\right) \leq d\left(y_{n}, x_{n}\right)+d\left(x_{n}, T^{n} y_{n}\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty, \tag{3.15}
\end{equation*}
$$

also from (3.14) and (3.15), we obtain

$$
\begin{align*}
d\left(x_{n}, T^{n} x_{n}\right) & \leq d\left(x_{n}, y_{n}\right)+d\left(y_{n}, T^{n} y_{n}\right)+d\left(T^{n} y_{n}, T^{n} x_{n}\right) \\
& \leq\left(2+M u_{n}\right) d\left(x_{n}, y_{n}\right)+d\left(y_{n}, T^{n} y_{n}\right)+v_{n} \rightarrow 0 \tag{3.16}
\end{align*}
$$

as $n \rightarrow \infty$. Observe also that since $T$ is uniformly $L$-Lipschitzian, we have

$$
\begin{aligned}
d\left(x_{n}, T x_{n}\right) & \leq d\left(x_{n}, T^{n} x_{n}\right)+d\left(T^{n} x_{n}, T x_{n}\right) \\
& \leq d\left(x_{n}, T^{n} x_{n}\right)+L d\left(T^{n-1} x_{n}, x_{n}\right) \\
& \leq d\left(x_{n}, T^{n} x_{n}\right)+L\left[d\left(T^{n-1} x_{n}, T^{n-1} x_{n-1}\right)+d\left(T^{n-1} x_{n-1}, x_{n-1}\right)+d\left(x_{n-1}, x_{n}\right)\right] \\
& \leq d\left(x_{n}, T^{n} x_{n}\right)+L d\left(T^{n-1} x_{n-1}, x_{n-1}\right)+L(1+L) d\left(x_{n}, x_{n-1}\right)
\end{aligned}
$$

it follows from (3.10) and (3.16) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0, \tag{3.17}
\end{equation*}
$$

from (3.14) and (3.17), we obtain

$$
\begin{aligned}
d\left(y_{n}, T y_{n}\right) & \leq d\left(y_{n}, x_{n}\right)+d\left(x_{n}, T x_{n}\right)+d\left(T x_{n}, T y_{n}\right) \\
& \leq(1+L) d\left(y_{n}, x_{n}\right)+d\left(x_{n}, T x_{n}\right) \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. Also since $\lambda_{n} \geq \lambda>0$, from Lemma 7 , we obtain

$$
\begin{aligned}
d\left(J_{\lambda} x_{n}, J_{\lambda_{n}} x_{n}\right) & =d\left(J_{\lambda} x_{n}, J_{\lambda}\left(\frac{\lambda_{n}-\lambda}{\lambda_{n}} J_{\lambda_{n}} x_{n} \oplus \frac{\lambda}{\lambda_{n}} x_{n}\right)\right) \\
& \leq d\left(x_{n},\left(1-\frac{\lambda}{\lambda_{n}}\right) J_{\lambda_{n}} x_{n} \oplus \frac{\lambda}{\lambda_{n}} x_{n}\right) \\
& \leq\left(1-\frac{\lambda}{\lambda_{n}}\right) d\left(x_{n}, z_{n}\right) \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$, hence

$$
\begin{equation*}
d\left(x_{n}, J_{\lambda} x_{n}\right) \leq d\left(x_{n}, z_{n}\right)+d\left(z_{n}, J_{\lambda} x_{n}\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty . \tag{3.18}
\end{equation*}
$$

Moreover, since $\left\{x_{n}\right\}$ is bounded and $X$ is a complete $\operatorname{CAT}(0)$ space, by Lemma 4 we choose a subsequence $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that $\triangle-\lim x_{n_{i}}=v$, where $v:=P_{\Omega}(w)$. Then, from (3.15), (3.18), Lemma 8 and the fact that $J_{\lambda}$ is nonexpansive [17], we have $v \in F(T)$, also from Lemma 5, we have

$$
\begin{equation*}
\lim \sup \left\langle\overrightarrow{w v}, \overrightarrow{x_{n}} \vec{v}\right\rangle \leq 0 \tag{3.19}
\end{equation*}
$$

Furthermore, since

$$
\begin{aligned}
\left\langle\overrightarrow{w v}, \overrightarrow{z_{n} v}\right\rangle & =\left\langle\overrightarrow{w v}, \overrightarrow{z_{n} x_{n}}\right\rangle+\left\langle\overrightarrow{w v}, \overrightarrow{x_{n} \vec{v}}\right\rangle \\
& \left.\leq d(w, v) d\left(z_{n}, x_{n}\right)+\left\langle\overrightarrow{w v}, \overrightarrow{x_{n}}\right\rangle\right\rangle
\end{aligned}
$$

it follows from (3.13) and (3.19) that

$$
\left.\lim \sup \left\langle\overrightarrow{w v}, \overrightarrow{z_{n}}\right\rangle\right\rangle \leq 0
$$

Thus, now putting $v:=p$ in inequality (3.6), we get that, for $n \geq N_{0}$

$$
\begin{gather*}
\left.d^{2}\left(x_{n+1}, v\right) \leq\left(1-\theta_{n}\right) d^{2}\left(x_{n}, v\right)+\theta_{n}\left[\alpha_{n} d^{2}(w, v)+\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w v}, \overrightarrow{z_{n}}\right\rangle\right\rangle\right]  \tag{3.20}\\
+\beta_{n}\left[\bar{u}_{n} D^{2}+2 D v_{n}\left(1+M u_{n}\right)+v_{n}^{2}\right]
\end{gather*}
$$

Hence

$$
d^{2}\left(x_{n+1}, v\right) \leq\left(1-\theta_{n}\right) d^{2}\left(x_{n}, v\right)+\theta_{n} \sigma_{n}+\gamma_{n}
$$

where

$$
\sigma_{n}:=\alpha_{n} d^{2}(w, v)+\left(1-\alpha_{n}\right)\left\langle\overrightarrow{w v}, \overrightarrow{z_{n} v}\right\rangle, \quad \gamma_{n}:=\beta_{n}\left[\bar{u}_{n} D^{2}+2 D v_{n}\left(1+M u_{n}\right)+v_{n}^{2}\right],
$$

it follows from Lemma 10 that $d\left(x_{n}, v\right) \rightarrow 0$ as $n \rightarrow \infty$. Consequently, $x_{n} \rightarrow v$.
Case 2. Suppose that $\left\{d\left(x_{n}, p\right)\right\}_{n \geq 1}$ is non-decreasing sequence. Then, there exists a subsequence $\left\{n_{i}\right\}$ of $\{n\}$ such that

$$
d\left(x_{n_{i}}, p\right)<d\left(x_{n_{i}+1}, p\right)
$$

for all $i \in \mathbb{N}$. Then, by Lemma 9 , there exists an increasing sequence $\left\{m_{j}\right\}_{j \geq 1}$ such that $m_{j} \rightarrow \infty$, $d\left(x_{m_{j}}, p\right) \leq d\left(x_{m_{j}+1}, p\right)$ and $d\left(x_{j}, p\right) \leq d\left(x_{m_{j}+1}, p\right)$ for all $j \geq 1$. Then from (3.7), we obtain

$$
\begin{aligned}
\beta_{m_{j}}\left(1-\beta_{m_{j}}\right) d^{2}\left(x_{m_{j}}, T^{m_{j}} y_{m_{j}}\right) \leq & d^{2}\left(x_{m_{j}}, p\right)-d^{2}\left(x_{m_{j}+1}, p\right) \\
& +\theta_{m_{j}}\left[\alpha_{m_{j}} d^{2}(w, p)+2\left(1-\alpha_{m_{j}}\right)\left\langle\overrightarrow{w p}, \overrightarrow{z_{m_{j}} p}\right\rangle-d^{2}\left(x_{m_{j}}, p\right)\right] \\
& +\beta_{m_{j}}\left[\bar{u}_{m_{j}} D^{2}+2 D v_{m_{j}}\left(1+M u_{m_{j}}\right)+v_{m_{j}}^{2}\right] \\
\leq & d^{2}\left(x_{m_{j}}, p\right)-d^{2}\left(x_{m_{j}+1}, p\right) \\
& +\theta_{m_{j}}\left[\alpha_{m_{j}} d^{2}(w, p)+2\left(1-\alpha_{m_{j}}\right) D_{1} d(w, p)-d^{2}\left(x_{m_{j}}, p\right)\right] \\
& +\beta_{m_{j}}\left[\bar{u}_{m_{j}} D^{2}+2 D v_{m_{j}}\left(1+M u_{m_{j}}\right)+v_{m_{j}}^{2}\right] .
\end{aligned}
$$

This implies $d\left(x_{m_{j}}, T^{m_{j}} y_{m_{j}}\right) \rightarrow 0$ as $j \rightarrow \infty$. Thus, as in Case 1, we obtain that $d\left(x_{m_{j}}, T x_{m_{j}}\right) \rightarrow 0$ and $d\left(x_{m_{j}}, J_{\lambda} x_{m_{j}}\right) \rightarrow 0$ as $j \rightarrow \infty$ and also following the same argument in Case 1 , we get $\left.\lim \sup \left\langle\overrightarrow{w v}, \overrightarrow{z_{m_{j}}}\right\rangle\right\rangle \leq 0$, where $v:=P_{\Omega}(w)$. Also from (3.20), we obtain that,

$$
\begin{align*}
d^{2}\left(x_{m_{j}+1}, v\right) \leq & \left.\left(1-\theta_{n}\right) d^{2}\left(x_{m_{j}}, v\right)+\theta_{m_{j}}\left[\alpha_{m_{j}} d^{2}(w, v)+\left(1-\alpha_{m_{j}}\right)\left\langle\overrightarrow{w v}, \overrightarrow{z_{m_{j}}}\right\rangle\right\rangle\right]  \tag{3.21}\\
& +\beta_{m_{j}}\left[\bar{u}_{m_{j}} D^{2}+2 D v_{m_{j}}\left(1+M u_{m_{j}}\right)+v_{m_{j}}^{2}\right] .
\end{align*}
$$

Since $d^{2}\left(x_{m_{j}}, v\right) \leq d^{2}\left(x_{m_{j}+1}, v\right)$, it follows that

$$
\begin{aligned}
\theta_{m_{j}} d^{2}\left(x_{m_{j}}, v\right) \leq & \left.d^{2}\left(x_{m_{j}}, v\right)-d^{2}\left(x_{m_{j}+1}, v\right)+\theta_{m_{j}}\left[\alpha_{m_{j}} d^{2}(w, v)+\left(1-\alpha_{m_{j}}\right)\left\langle\overrightarrow{w v}, \overrightarrow{z_{m_{j}}}\right\rangle\right\rangle\right] \\
& +\beta_{m_{j}}\left[\bar{u}_{m_{j}} D^{2}+2 D v_{m_{j}}\left(1+M u_{m_{j}}\right)+v_{m_{j}}^{2}\right] \\
\leq & \left.\theta_{m_{j}}\left[\alpha_{m_{j}} d^{2}(w, v)+\left(1-\alpha_{m_{j}}\right)\left\langle\overrightarrow{w v}, \overrightarrow{z_{m_{j}}}\right\rangle\right\rangle\right] \\
& +\beta_{m_{j}}\left[\bar{u}_{m_{j}} D^{2}+2 D v_{m_{j}}\left(1+M u_{m_{j}}\right)+v_{m_{j}}^{2}\right] .
\end{aligned}
$$

In particular, since $\theta_{m_{j}}>0$, we get

$$
\left.d^{2}\left(x_{m_{j}}, v\right) \leq\left[\alpha_{m_{j}} d^{2}(w, v)+\left(1-\alpha_{m_{j}}\right)\left\langle\overrightarrow{w v}, \overrightarrow{z_{m_{j}}}\right\rangle\right\rangle\right]+\left[\frac{\bar{u}_{m_{j}}}{\alpha_{m_{j}}} D^{2}+2 D \frac{v_{m_{j}}}{\alpha_{m_{j}}}\left(1+M u_{m_{j}}\right)+v_{m_{j}} \frac{v_{m_{j}}}{\alpha_{m_{j}}}\right] .
$$

Then, since $\left.\lim \sup \left\langle\overrightarrow{w v}, \overrightarrow{x_{m_{j}}}\right\rangle\right\rangle \leq 0$ and the fact that $\alpha_{m_{j}} \rightarrow 0$ as $j \rightarrow \infty$ and

$$
\lim _{j \rightarrow \infty} \frac{u_{m_{j}}}{\alpha_{m_{j}}}=0, \quad \lim _{j \rightarrow \infty} \frac{v_{m_{j}}}{\alpha_{m_{j}}}=0
$$

we obtain that $d\left(x_{m_{j}}, v\right) \rightarrow 0$ as $j \rightarrow \infty$. This together with (3.21) give $d\left(x_{m_{j}+1}, v\right) \rightarrow 0$ as $j \rightarrow \infty$. But $d\left(x_{j}, v\right) \leq d\left(x_{m_{j}+1}, v\right)$, for all $j \geq 1$, thus we obtain that $x_{j} \rightarrow v$. Therefore, from the above two cases, we can conclude that $\left\{x_{n}\right\}_{n=1}^{\infty}$ converges strongly to an element of $\Omega$ and the proof is complete.

## 4. Conclusion

In this work, we study a modified Halpern-type proximal point algorithm for finding the minimizer of a convex lower semi-continuous function which is also a fixed point of total asymptotically nonexpansive mapping. Under some appropriate assumption, we have obtained a strong convergence theorem for the proposed algorithm in the framework of a complete CAT(0) space.
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