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#### Abstract

An asymptotic model of an arterial bifurcation is presented. We propose a simple approximate method of calculation of the pressure drop matrix. The entries of this matrix are included in the modified transmission conditions, which were introduced earlier by Kozlov and Nazarov, and which give better approximation of 3D flow by 1D flow near a bifurcation of an artery as compared to the classical Kirchhoff conditions. The present modeling takes into account the heuristic Murrey cubic law.
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## Introduction

The circulatory blood system in the human body contains about a billion bifurcation nodes, which help to distribute blood throughout the body and return to the heart. Most of the nodes belong to the capillary system, the smallest blood vessels, which are peculiar to their functioning laws, cf. [11]. Arterial and venous systems have also a considerable large number of nodes. The arterial nodes, in which the blood flows under significant pressure, are the most vulnerable elements of the circulatory system. Changes in the vessel wall geometry cause stress concentrations, provoking local damage, which in turn could create an obstacle to blood flow.

Our goal is to propose a simple approximate method of calculation the pressure drop ma$\operatorname{trix} Q[18]$. This is achieved by using classical shape optimization techniques. The pressure drop matrix was introduced in $[12,18]$ as an integral characteristic of a junction of several pipes with absolutely rigid walls. It appears that the elements of this matrix are included in the modified Kirchhoff transmission conditions, which describe more adequately the total pressure loss at the bifurcation point of the flow passed through the corresponding junction of the pipes, see [3, 9, 10].

In [10], a one-dimensional model of Stokes' flow at a junction of thin vessels with rigid walls for a fixed flow of the fluid at the inlet cross-sections and fixed peripheral pressure at the outlet cross-sections was developed. With the help of the pressure drop matrix $Q$ apart the Neumann conditions (given flux) and the Dirichlet conditions (given pressure) at the external vertices, the one-dimensional Reynolds equations on the edges of the graph are supplied with transmission conditions at the internal vertices containing a small parameter $h$, where $h$ is the thickness of the vessels, and passing into the classical Kirchhoff transmission conditions as $h \rightarrow+0$. It has been established that the pre-limit transmission conditions ensure an exponentially small relative error $O\left(e^{-\rho / h}\right), \rho>0$, in the calculation of the solution to the three-dimensional problem, but the limit Kirchhoff conditions only give polynomially small relative error $O(h)$ for the pressure and $O\left(h^{3}\right)$ for the velocity vector.

For obvious reasons (cf. the discussion in [9]), the bifurcation node functioning is predetermined by two of its characteristics, that is, the lumen shape and the elastic wall properties. Moreover,
the influence of each of them causes distortion for the classical Kirchhoff conditions (that are only valid in the first approximation) in a one-dimensional model. The Kirchhoff transmission conditions require the vanishing of the total flux and the pressure matching at the adjacent ends of the vessels. So shrinking/dilatation of walls violates the first Kirchhoff law as a result of provoking the local currents. This aspect of the node functioning remains outside the scope of this paper. At the same time, it is easy to take into account the uniform shrinking/dilatation of the lumen of the elastic node (the change of coordinates $x \mapsto h x$ transforms the pressure drop matrix $Q \mapsto h^{-3} Q$, see the discussion in [9]) and therefore, neglecting elastic side effects, we restrict the study to a connected channel system with rigid walls. Of course, the problem considered finds applications in other matters of fluid mechanics, not only in hemodynamics.

In Section 1, we consider the Stokes system in an unbounded domain with cylindrical outlets to infinity (see, e.g., $[1,2,4,14,21]$ ) and prove the unique solvability of the problem stated in the class of "energy" solutions, see [12] for details. For obtaining the asymptotic behavior of the solution, we exploit special homogeneous solutions to the Stokes problem with non-zero flux and with a linear growth in the pressure at infinity (see [18]). As a consequence, we obtain a definition of the symmetric pressure drop matrix $Q$, which plays a crucial role in the functioning of the bifurcation node.

In Section 2, we apply asymptotic analysis for the study of the bifurcation of thin vessels with rigid walls. Using the method of matched asymptotic expansions (see, e.g., [6, 22]), the modified Kirchhoff transmission conditions have been derived.

Section 3 refers to some basics for implementation in computer modeling. The introduced matrix $Q$ of pressure drops depends on the shape of a bifurcation region and possibly on its elastic properties, see Assertion 1 in Section 1. To find such dependence for real vessels it is possible only in solving inverse problems based on data obtained by the MRI method. Nevertheless, we propose an elementary procedure of finding these coefficients in the case of a three-dimensional Stokes system (cf. [9] in the case of a two-dimensional Stokes system).

The heuristic Murray law is used to describe the radii of bifurcating vessels (see [16] and [5, Ch. 3.3]). By minimizing the cost function, which is the sum of the friction power loss and the metabolic energy proportional to blood volume, Murray derived an optimal condition for a vascular bifurcation. Murray's law states that the cube of the radius of a parent vessel equals the sum of the cubes of the radii of the daughters, namely,

$$
\begin{equation*}
R_{0}^{3}=R_{+}^{3}+R_{-}^{3} . \tag{0.1}
\end{equation*}
$$

It means that the radius of at least one of the two vessels $R_{ \pm}$after bifurcation differs a little from the radius $R_{0}$ of the vessel before the bifurcation. This law was verified experimentally [7, 8] but it did not get any theoretical justification. However, a number of optimization problems in branching arteries were solved by using this law (see, e.g., [5, Ch. 3.3]). We emphasize that the third powers of the radii often appears in haemodynamics.

Murray's law was a reason for several attempts (see [5, Ch. 3.3]) to derive a dynamic law of distribution of the blood flux in a bifurcating artery but should not be considered as successful. Such local law cannot exist since the flow leaving the main vessel is always defined by global data. The most frequently used in applied models of arterial flows are the classical Kirchhoff transmission conditions and their interpretations (see [17] on this topic and reference therein, and some reviews in $[5,20])$. In any case, such conditions take into account neither the elastic properties of a vessel nor the most of the geometric characteristics of the bifurcation region. The modified Kirchhoff conditions have no these lacks.

In Section 4 it will be explained why the modification of the second Kirchhoff law by means of the pressure drop matrix unexpectedly deeply increases the accuracy of approach for threedimensional fluid flow in a system of thin channels by the one-dimensional Reynolds-Poiseuille
model. In addition, we present a simple relation for a distributional law of Murrey's type.

## 1. Statement of the problem

### 1.1. Domains with cylindrical outlets to infinity and functional spaces

We introduce the domain $\Omega$ with three cylindrical outlets to infinity (see Fig. 1). Let $\Omega$ be an open unbounded domain with Lipschitz boundary $\partial \Omega$ admitting the representation

$$
\Omega=\Omega^{\prime} \cup \Omega^{0} \cup \Omega^{+} \cup \Omega^{-}, \quad \text { where } \quad \Omega^{\alpha} \cap \Omega^{\beta}=\varnothing \quad \text { for } \quad \alpha \neq \beta, \quad \alpha, \beta=0, \pm .
$$

Here, $\Omega^{\alpha}=\left\{x^{\alpha}=\left(y^{\alpha}, z^{\alpha}\right): y^{\alpha} \in \omega_{\alpha}, z^{\alpha}>L_{\alpha}\right\}$ in a certain Cartesian coordinate system $x^{\alpha}=\left(y^{\alpha}, z^{\alpha}\right)$ in $\mathbb{R}^{3}$, where $y^{\alpha}$ are the variables in the cross-section of the outlet $\Omega^{\alpha}, z^{\alpha}$ is the variable along the axis of $\Omega^{\alpha}$, and $\omega_{\alpha}$ is a bounded domain in $\mathbb{R}^{2}$. The bounded domain $\Omega^{\prime}$ is given by $\Omega^{\prime}=\left\{x \in \Omega: z^{\alpha}<L\right\}$ for certain $L, L>\max _{\alpha} L_{\alpha}$. Henceforth, $x=\left(x_{1}, x_{2}, x_{3}\right)$ is a global coordinate system in $\mathbb{R}^{3}$ related to the whole domain $\Omega$.


Figure 1. Artery bifurcation (the domain $\Omega$ ).
We define $L_{2, \beta}(\Omega)$ as the space of measurable functions in $\Omega$ with a finite norm

$$
\|u\|_{L_{2, \beta}(\Omega)}=\left(\int_{\Omega^{\prime}}|u(x)|^{2} d x+\sum_{\alpha=0, \pm} \int_{\Omega^{\alpha}}\left|z^{\alpha}\right|^{2 \beta}\left|u\left(y^{\alpha}, z^{\alpha}\right)\right|^{2} d y^{\alpha} d z^{\alpha}\right)^{1 / 2} .
$$

If $\beta=0$, we will use the usual notation $L_{2}(\Omega)$ for this space.
By using the Sobolev space $H^{1}(\Omega)$ together with $L_{2,1}(\Omega)$, we introduce the space of real-valued vector-functions in $\Omega$

$$
\mathcal{H}(\Omega)=\left\{u=\left(u_{1}, u_{2}, u_{3}\right) \in\left(H^{1}(\Omega)\right)^{3} \mid \operatorname{div} u \in L_{2,1}(\Omega)\right\}
$$

with the norm

$$
\|u\|_{\mathcal{H}(\Omega)}^{2}=\int_{\Omega}\left(|\nabla u(x)|^{2}+|u(x)|^{2}\right) d x+\sum_{\alpha=0, \pm} \int_{\Omega^{\alpha}}\left|z^{\alpha}\right|^{2}\left|\operatorname{div} u\left(y^{\alpha}, z^{\alpha}\right)\right|^{2} d y^{\alpha} d z^{\alpha} .
$$

Let also $\mathcal{H}_{0}(\Omega)$ be the subspace in $\mathcal{H}(\Omega)$ consisting of vector-functions equal to zero on $\partial \Omega$. The dual space of $\mathcal{H}_{0}(\Omega)$ is denoted by $\left(\mathcal{H}_{0}(\Omega)\right)^{*}$.

### 1.2. Formulation of the problem

Consider the Dirichlet problem for the stationary Stokes system with nonzero divergence

$$
\begin{gather*}
-\nu \Delta u(x)+\nabla p(x)=F(x), \quad-\operatorname{div} u(x)=G(x), \quad x \in \Omega,  \tag{1.1}\\
u(x)=0, \quad x \in \partial \Omega . \tag{1.2}
\end{gather*}
$$

Here, $u(x)=\left(u_{1}(x), u_{2}(x), u_{3}(x)\right)$ is the velocity field, $p(x)$ is the pressure, and $\nu>0$ is the viscosity of the fluid, which is assumed to be constant.

In order to define a weak solution of problem (1.1), (1.2), we introduce a bilinear form on $\mathcal{H}(\Omega)$ :

$$
a(u, w)=\sum_{j=1}^{3} \int_{\Omega} \nabla u_{j} \nabla w_{j} d x
$$

So, if $(\mathrm{u}, \mathrm{p})$ is a classical solution of (1.1), (1.2), then multiplying the first equation in (1.1) by $w \in \mathcal{H}_{0}(\Omega)$ and integrating over $\Omega$, we obtain

$$
\begin{equation*}
\nu a(u, w)-\int_{\Omega} p \operatorname{div} w d x=\int_{\Omega} F w d x \quad \text { for any } \quad w \in \mathcal{H}_{0}(\Omega) \tag{1.3}
\end{equation*}
$$

A weak solution of problem (1.1), (1.2) is a pair $(u, p) \in \mathcal{H}_{0}(\Omega) \times L_{2,-1}(\Omega)$ satisfying the integral identity (1.3) for all $w \in \mathcal{H}_{0}(\Omega)$ and the equation $-\operatorname{div} u=G$ in $\Omega$, where $F \in\left(\mathcal{H}_{0}(\Omega)\right)^{*}$ and $G \in L_{2,1}(\Omega)$ are given.

To prove the main result of this section, we need the following statement.
Lemma 1. For arbitrary $g \in L_{2,1}(\Omega)$ subject to

$$
\begin{equation*}
\int_{\Omega} g(x) d x=0 \tag{1.4}
\end{equation*}
$$

there exists a vector-function $u \in \mathcal{H}_{0}(\Omega)$ such that $-\operatorname{div} u=g$ in $\Omega$ and

$$
\|u\|_{\mathcal{H}(\Omega)} \leq c\|g\|_{L_{2,1}(\Omega)} .
$$

Here, $c$ is a constant independent of $g$.
Proof. We first consider an auxiliary problem; namely, we look for a solution of the boundary value problem

$$
\begin{gather*}
-\operatorname{div} u_{\alpha}\left(x^{\alpha}\right)=\eta_{\alpha}\left(y^{\alpha}\right) G_{\alpha}\left(z^{\alpha}\right), \quad x^{\alpha} \in \Omega^{\alpha},  \tag{1.5}\\
u_{\alpha}\left(x^{\alpha}\right)=0, \quad x^{\alpha} \in \partial \Omega^{\alpha}, \tag{1.6}
\end{gather*}
$$

where

$$
\eta_{\alpha}\left(y^{\alpha}\right) \in C_{0}^{\infty}\left(\omega^{\alpha}\right), \quad \int_{\omega_{\alpha}} \eta_{\alpha}\left(y^{\alpha}\right) d y^{\alpha}=1 \quad \text { and } \quad G_{\alpha}\left(z^{\alpha}\right)=\int_{\omega_{\alpha}} g\left(y^{\alpha}, z^{\alpha}\right) d y^{\alpha} .
$$

One can verify directly that the vector-function

$$
u_{\alpha}\left(x^{\alpha}\right)=\left(0,0, \eta_{\alpha}\left(y^{\alpha}\right) w_{\alpha}\left(z^{\alpha}\right)\right), \quad w_{\alpha}\left(z^{\alpha}\right)=-\int_{z^{\alpha}}^{\infty} G_{\alpha}(t) d t
$$

solves problem (1.5), (1.6). Moreover, by Hardy's inequality (see [13, Theorem 5.2])

$$
\begin{equation*}
\left\|w_{\alpha}\right\|_{L_{2}\left(L_{\alpha}, \infty\right)} \leq c \int_{L_{\alpha}}^{\infty}\left|z^{\alpha}\right|^{2}\left|G_{\alpha}\right|^{2} d z^{\alpha} \leq C\|g\|_{L_{2,1}\left(L_{\alpha}, \infty\right)} . \tag{1.7}
\end{equation*}
$$

Using (1.7), we obtain

$$
\left\|u_{\alpha}\right\|_{\mathcal{H}\left(\Omega^{\alpha}\right)} \leq c_{\alpha}\|g\|_{L_{2,1}\left(\Omega^{\alpha}\right)} .
$$

We are looking for a solution to $-\operatorname{div} u=g$ in the form

$$
\begin{equation*}
u=\sum_{\alpha=0, \pm} \chi_{\alpha}\left(z^{\alpha}\right) u_{\alpha}\left(y^{\alpha}, z^{\alpha}\right)+U(x) \tag{1.8}
\end{equation*}
$$

for the equation $-\operatorname{div} u=g$ in $\Omega$. Here, the cut-off functions $\chi_{\alpha}$ are defined by

$$
\chi_{\alpha}\left(z^{\alpha}\right)=1 \quad \text { for } \quad z^{\alpha}>2 L_{\alpha}, \quad \chi_{\alpha}\left(z^{\alpha}\right)=0 \quad \text { for } \quad z^{\alpha}<L_{\alpha} .
$$

The function $U$ in (1.8) satisfies the equation

$$
-\operatorname{div} U=g+\operatorname{div}\left(\sum_{\alpha=0, \pm} \chi_{\alpha}\left(z^{\alpha}\right) u_{\alpha}\left(y^{\alpha}, z^{\alpha}\right)\right) \equiv \hat{g} \in L_{2,1}(\Omega)
$$

in $\Omega$. It is easy to see that

$$
\begin{equation*}
\int_{\omega^{\alpha}} \hat{g} d y^{\alpha}=0 \quad \text { for } \quad z^{\alpha}>L_{\alpha} . \tag{1.9}
\end{equation*}
$$

Let us introduce a local covering of $\Omega$. Let

$$
\Omega_{j}^{\alpha}=\left\{\left(y^{\alpha}, z^{\alpha}\right): y^{\alpha} \in \omega_{\alpha}, L_{\alpha}+j-1<z^{\alpha}<L_{\alpha}+j+3 / 2\right\}, \quad j=1, \ldots
$$

Then

$$
\Omega=\Omega^{\prime}+\sum_{\alpha} \sum_{j=1}^{\infty} \Omega_{j}^{\alpha} .
$$

Let us consider the partition of unity corresponding to this covering:

$$
1=\phi^{\prime}(x)+\sum_{\alpha} \sum_{j=1}^{\infty} \phi_{j}^{\alpha}\left(z^{\alpha}\right), \quad \text { where } \quad \phi_{j}^{\alpha} \in C_{0}^{\infty}\left(L_{\alpha}+j-1, L_{\alpha}+j+3 / 2\right)
$$

and $\phi^{\prime}$ is a smooth function supported in $\overline{\Omega^{\prime}}$. We can write

$$
\hat{g}=\hat{g}^{\prime}+\sum_{\alpha} \sum_{j=1}^{\infty} \hat{g}_{j}^{\alpha}, \quad \text { where } \quad \hat{g}_{j}^{\alpha}=\phi_{j}^{\alpha} \hat{g}, \quad \hat{g}^{\prime}=\phi^{\prime}(x) \hat{g} .
$$

By (1.9) and (1.4), we have

$$
\int_{\Omega_{j}^{\alpha}} \hat{g}_{j}^{\alpha} d x^{\alpha}=0, \quad \text { and, } \quad \int_{\Omega^{\prime}} \hat{g}^{\prime} d x=0
$$

So, we obtain the problem in each bounded domain $\Omega_{j}^{\alpha}$ :

$$
\begin{gather*}
-\operatorname{div} U_{j}^{\alpha}=\hat{g}_{j}^{\alpha} \quad \text { in } \quad \Omega_{j}^{\alpha},  \tag{1.10}\\
U_{j}^{\alpha}=0 \quad \text { on } \quad \partial \Omega_{j}^{\alpha}, \tag{1.11}
\end{gather*}
$$

and a similar problem for $U^{\prime}$ in $\Omega^{\prime}$. These problems have solutions $U_{j}^{\alpha} \in \mathcal{H}_{0}\left(\Omega_{j}^{\alpha}\right)$ (see [21]) which satisfy

$$
\left\|U_{j}^{\alpha}\right\|_{\mathcal{H}\left(\Omega_{j}^{\alpha}\right)} \leq C\left\|\hat{g}_{j}^{\alpha}\right\|_{L_{2,1}\left(\Omega_{j}^{\alpha}\right)} .
$$

Thus, the vector-function

$$
U=U^{\prime}+\sum_{\alpha} \sum_{j=1}^{\infty} U_{j}^{\alpha} \in \mathcal{H}_{0}(\Omega)
$$

solves problem (1.10), (1.11) and satisfies

$$
\|U\|_{\mathcal{H}(\Omega)} \leq C_{1}\left(\left\|U^{\prime}\right\|_{\mathcal{H}\left(\Omega^{\prime}\right)}+\sum_{\alpha} \sum_{j=1}^{\infty}\left\|U_{j}^{\alpha}\right\|_{\mathcal{H}\left(\Omega_{j}^{\alpha}\right)}\right) \leq C_{2}\|g\|_{L_{2,1}(\Omega)}
$$

The proof is complete.

Now we prove the existence and uniqueness of weak solutions to the boundary value problem (1.1)-(1.2), cf. [12].

Theorem 1. Suppose that $F \in\left(\mathcal{H}_{0}(\Omega)\right)^{*}$ and $G \in L_{2,1}(\Omega)$ is such that

$$
\begin{equation*}
\int_{\Omega} G(x) d x=0 \tag{1.12}
\end{equation*}
$$

Then there exists a uniquely (up to an additive constant in the pressure $p$ ) determined weak solution $(u, p) \in \mathcal{H}_{0}(\Omega) \times L_{2,-1}(\Omega)$ of problem (1.1), (1.2). Furthermore,

$$
\|u\|_{\mathcal{H}(\Omega)}+\|p\|_{L_{2,-1}(\Omega)} \leq c\left(\|F\|_{\left(\mathcal{H}_{0}(\Omega)\right)^{*}}+\|G\|_{L_{2,1}(\Omega)}\right) .
$$

Here, $c$ is a constant independent of $F$ and $G$.

Proof. Let $V(x)=u(x)-w(x), x \in \Omega$, where $u(x)$ is a solution to the problem (1.1), (1.2) and the conditions of Lemma 1 for $w(x)$ are satisfied, namely,

$$
-\operatorname{div} w(x)=g(x), \quad x \in \Omega, \quad w(x)=0, \quad x \in \partial \Omega
$$

Then, we arrive at the Stokes problem

$$
\begin{gather*}
-\nu \Delta V(x)+\nabla p(x)=\hat{F}, \quad-\operatorname{div} V(x)=0, \quad x \in \Omega  \tag{1.13}\\
V(x)=0, \quad x \in \partial \Omega \tag{1.14}
\end{gather*}
$$

where $\left(\mathcal{H}_{0}(\Omega)\right)^{*} \ni \hat{F}(x)=F(x)+\nu \Delta w(x)$. The weak formulation of problem (1.13), (1.14) is as follows: find $V \in \mathcal{H}_{0}^{\text {div }}(\Omega)$ such that

$$
\begin{equation*}
\nu a(V, W)=\int_{\Omega} \hat{F} d x \quad \text { for any } \quad W \in \mathcal{H}_{0}^{d i v}(\Omega) \tag{1.15}
\end{equation*}
$$

Here, $\mathcal{H}_{0}^{\operatorname{div}}(\Omega)=\left\{W \in H_{0}^{1}(\Omega):\right.$ div $W=0$ in $\left.\Omega\right\}$. By the Riesz theorem, there exists a uniquely determined vector-function $V \in \mathcal{H}_{0}^{\operatorname{div}}(\Omega)$ such that (1.15) is satisfied and

$$
\|V\|_{\mathcal{H}(\Omega)} \leq c\|\hat{F}\|_{\left(\mathcal{H}_{0}(\Omega)\right)^{*}}
$$

Here, we introduce

$$
\mathcal{L}_{2,1}(\Omega)=\left\{g(x) \in L_{2,1}(\Omega): \int_{\Omega} g(x) d x=0\right\} .
$$

By Lemma 1 , for any $q \in \mathcal{L}_{2,1}(\Omega)$, there exists a vector-function $u_{q} \in \mathcal{H}_{0}(\Omega)$ such that $-\operatorname{div} u_{q}=q$ in $\Omega$ and

$$
\left\|u_{q}\right\|_{\mathcal{H}(\Omega)} \leq c\|q\|_{L_{2,1}(\Omega)} .
$$

We consider the functional

$$
\begin{equation*}
G(q)=\int_{\Omega} \hat{F} u_{q} d x-\nu a\left(V, u_{q}\right) \tag{1.16}
\end{equation*}
$$

on $L_{2,1}(\Omega)$. In virtue of

$$
|G(q)| \leq c\left(\|\hat{F}\|_{\left(\mathcal{H}_{0}(\Omega)\right)^{*}}+\|V\|_{\mathcal{H}(\Omega)}\right)\left\|u_{q}\right\|_{\mathcal{H}(\Omega)} \leq c\|\hat{F}\|_{\left(\mathcal{H}_{0}(\Omega)\right)^{*}}\|q\|_{L_{2,1}(\Omega)}
$$

the linear functional $G(q)$ is continuous on $L_{2,1}(\Omega)$ and, by the Riesz theorem, there exist a unique element $p$ of the dual space $L_{2,-1}(\Omega)$ such that

$$
G(q)=\int_{\Omega} p q d x \quad \text { for all } q \in \mathcal{L}_{2,1}(\Omega)
$$

Then, by (1.16), we get

$$
\nu a\left(V, u_{q}\right)+\int_{\Omega} p q d x=\int_{\Omega} \hat{F} u_{q} d x
$$

or

$$
\nu a\left(V, u_{q}\right)-\int_{\Omega} p \operatorname{div} u_{q} d x=\int_{\Omega} \hat{F} u_{q} d x \quad \text { for all } u_{q} \in \mathcal{H}_{0}(\Omega) .
$$

We have the estimate for

$$
\begin{gathered}
\|p\|_{L_{2,-1}(\Omega)}=\sup _{\mathcal{L}_{2,1}(\Omega):\|q\|_{L_{2,1}(\Omega)}=1}\left|\int_{\Omega} p q d x\right| \\
=\sup _{\mathcal{L}_{2,1}(\Omega):\|q\|_{L_{2,1}(\Omega)}=1}\left|\int_{\Omega} \hat{F} u_{q} d x-\nu a\left(V, u_{q}\right)\right| \leq c\|\hat{F}\|_{\left(\mathcal{H}_{0}(\Omega)\right)^{*}} .
\end{gathered}
$$

Finally, then $(u, p)=(V+w, p)$ is the required weak solution, and the estimate

$$
\|u\|_{\mathcal{H}(\Omega)}+\|p\|_{L_{2,-1}(\Omega)} \leq c\left(\|F\|_{\left(\mathcal{H}_{0}(\Omega)\right)^{*}}+\|G\|_{L_{2,1}(\Omega)}\right)
$$

is fullfilled.

Remark 1. Consider a non-homogeneous Dirichlet problem for Stokes system, i.e., equations (1.1) are supplied with the boundary condition

$$
\begin{equation*}
u(x)=H, \quad x \in \partial \Omega, \tag{1.17}
\end{equation*}
$$

where $H \in \mathcal{H}(\Omega)$, and, instead of (1.4), we require

$$
\int_{\Omega} G(x) d x+\int_{\partial \Omega} H(x) \cdot n d \Gamma=0
$$

where $n$ is the unit outward normal to $\partial \Omega$. Substituting $u(x)=v(x)+H(x)$ into (1.1), (1.17), we obtain

$$
\begin{gathered}
-\nu \Delta v(x)+\nabla p(x)=f(x), \quad-\operatorname{div} v(x)=g(x), \quad x \in \Omega, \\
v(x)=0, \quad x \in \partial \Omega,
\end{gathered}
$$

where $f(x)=F(x)+\nu \Delta H(x) \in\left(\mathcal{H}_{0}(\Omega)\right)^{*}$ and $g(x)=G(x)+\operatorname{div} H(x) \in L_{2,1}(\Omega)$ verifies (1.4). Now, the application of the previous theorem gives the existence of a pair $(v, p) \in \mathcal{H}_{0}(\Omega) \times L_{2,-1}(\Omega)$ solving problem (1.1), (1.17) and satisfying the estimate

$$
\|v\|_{\mathcal{H}(\Omega)}+\|p\|_{L_{2,-1}(\Omega)} \leq c\left(\|f\|_{\left(\mathcal{H}_{0}(\Omega)\right)^{*}}+\|g\|_{L_{2,1}(\Omega)}+\|H\|_{\mathcal{H}(\Omega)}\right)
$$

Moreover, $p$ is defined up to an additive constant.

### 1.3. Asymptotics of the variational solution

Let the right-hand sides in (1.1), (1.2) satisfy

$$
\begin{equation*}
\int_{\Omega^{\prime}}|F(x)|^{2} d x+\sum_{\alpha} \int_{\Omega^{\alpha}}\left|F\left(x^{\alpha}\right)\right|^{2} e^{2 a z^{\alpha}} d x^{\alpha}<\infty \tag{1.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega^{\prime}}|G(x)|^{2} d x+\sum_{\alpha} \int_{\Omega^{\alpha}}\left|G\left(x^{\alpha}\right)\right|^{2} e^{2 a z^{\alpha}} d x^{\alpha}<\infty \tag{1.19}
\end{equation*}
$$

where $a$ is a positive number. Let also $G$ be subject to (1.12). Then, according to Theorem 1, problem (1.1), (1.2) has a solution $(u, p) \in \mathcal{H}_{0}(\Omega) \times L_{2,-1}(\Omega)$. We can conclude that this solution satisfies the following asymptotic representation at infinity:

$$
\begin{equation*}
(u, p)=\sum_{\alpha=0, \pm} \chi_{\alpha} c_{\alpha}(0,1)+(\tilde{v}, \tilde{p}) \tag{1.20}
\end{equation*}
$$

where $\chi_{\alpha}=\chi_{\alpha}\left(z^{\alpha}\right)$ are smooth functions equal to 1 for $z^{\alpha}>L_{\alpha}+1$ and 0 for $z^{\alpha}<L_{\alpha},(\tilde{v}, \tilde{p})$ are exponentially decaying terms as $z^{\alpha} \rightarrow \infty$, and $c_{\alpha}$ are real constants. Since this solution is defined up to an additive constant, we can (and will) assume $c_{0}=0$. Then the solution is unique, see Remark 1.

The remaining part of this section is devoted to finding formulas for evaluation of the constants $c_{+}$and $c_{-}$. For this purpose, we need solutions of homogeneous problem (1.1), (1.2), which have a linear growth at infinity. More precisely, we introduce two linear independent solutions $\left(V^{ \pm}, P^{ \pm}\right)$which have the following asymptotic representations (see [18]):

$$
\begin{equation*}
\left(V^{ \pm}, P^{ \pm}\right)=-\chi_{0}\left(\mathcal{V}^{0}, \mathcal{P}^{0}\right)+\chi_{ \pm}\left(\mathcal{V}^{ \pm}, \mathcal{P}^{ \pm}\right)+\left(v^{ \pm}, p^{ \pm}\right), \tag{1.21}
\end{equation*}
$$

where $\left(\mathcal{V}^{\alpha}, \mathcal{P}^{\alpha}\right)$ is the Poiseuille flow in the cylinder $\Omega^{\alpha}$, i.e., $\mathcal{V}_{y_{i}^{\alpha}}^{\alpha}(x)=0, i=1,2, \mathcal{P}^{\alpha}(x)=-A_{\alpha}^{-1} z^{\alpha}$, and $\mathcal{V}_{z^{\alpha}}^{\alpha}=\mathcal{V}_{z^{\alpha}}^{\alpha}\left(y^{\alpha}\right)$ solves the following Dirichlet problem in $\omega_{\alpha}$ :

$$
\begin{equation*}
\Delta \mathcal{V}_{z^{\alpha}}^{\alpha}=-A_{\alpha}^{-1} \quad \text { in } \omega_{\alpha}, \quad \mathcal{V}_{z^{\alpha}}^{\alpha}=0 \text { on } \partial \omega_{\alpha} . \tag{1.22}
\end{equation*}
$$

The normalizing constant $c_{\alpha}$ is choosing to satisfy

$$
\begin{equation*}
\int_{\omega_{\alpha}} \mathcal{V}_{z^{\alpha}}^{\alpha}\left(y^{\alpha}\right) d y^{\alpha}=1 . \tag{1.23}
\end{equation*}
$$

In the most important case of the circular cylinder, i.e., $\omega_{\alpha}=\left\{y^{\alpha}:\left|y^{\alpha}\right|<r_{\alpha}\right\}$, we have

$$
\begin{equation*}
\mathcal{V}_{z^{\alpha}}^{\alpha}(x)=\frac{2\left(r_{\alpha}^{2}-\left|y^{\alpha}\right|^{2}\right)}{\pi r_{\alpha}^{4}}, \quad \mathcal{P}^{\alpha}(x)=\frac{-8 \nu}{\pi r_{\alpha}^{4}} z^{\alpha} . \tag{1.24}
\end{equation*}
$$

The remainder term $\left(v^{ \pm}, p^{ \pm}\right)$in (1.21) satisfies the problem

$$
\begin{gathered}
-\nu \Delta v^{ \pm}+\nabla p^{ \pm}=f^{ \pm}, \quad-\operatorname{div} v^{ \pm}=g^{ \pm} \text {in } \Omega, \\
v^{ \pm}=0 \quad \text { on } \partial \Omega,
\end{gathered}
$$

where the right-hand sides

$$
\begin{equation*}
f^{ \pm}:=\nu \Delta\left(\chi_{0} \mathcal{V}^{0}-\chi_{ \pm} \mathcal{V}^{ \pm}\right)-\nabla\left(\chi_{0} \mathcal{P}^{0}-\chi_{ \pm} \mathcal{P}^{ \pm}\right) \tag{1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{ \pm}:=\operatorname{div}\left(\chi_{0} \mathcal{V}^{0}-\chi_{ \pm} \mathcal{V}^{ \pm}\right) \tag{1.26}
\end{equation*}
$$

have compact supports. To verify condition (1.2) in Theorem 1 for $g^{ \pm}$, we apply the Gauss theorem for the domain $\Omega_{R}=\left\{x \in \Omega: z^{a}<R\right\}$, where $R$ is a sufficiently large number, and obtain

$$
\int_{\Omega} g^{ \pm} d x=\lim _{R \rightarrow \infty} \int_{\Omega_{R}} \operatorname{div}\left(\chi_{0} \mathcal{V}^{0}-\chi_{ \pm} \mathcal{V}^{ \pm}\right) d x=\int_{\omega_{R}^{0}} \mathcal{V}_{z^{0}}^{0}\left(y^{0}\right) d \Sigma-\int_{\omega_{R}^{ \pm}} \mathcal{V}_{z^{ \pm}}^{ \pm}\left(y^{ \pm}\right) d \Sigma=0
$$

Here we used the normalization condition (1.23). Therefore, $\left(v^{ \pm}, p^{ \pm}\right)$admits the asymptotic representation (1.20), where $c_{0}=0$ and ( $\tilde{v}, \tilde{p}$ ) exponentially tends to zero as $z^{\alpha} \rightarrow \infty$.

Now we can present formulas for calculation of coefficients in (1.20)
Theorem 2. Let the functions $F$ and $G$ satisfy (1.18)-(1.19) and let the asymptotic formula (1.20) be valid with $c_{0}=0$. Then

$$
\begin{equation*}
c_{ \pm}=\int_{\Omega}\left(F V^{ \pm}+G P^{ \pm}\right) d x \tag{1.27}
\end{equation*}
$$

Proof. Let $\Omega_{R}$ be the same domain as before. Multiplying equations (1.1), (1.2) by ( $V^{ \pm}, P^{ \pm}$), integrating over $\Omega_{R}$ and using Green's formula, we obtain

$$
\begin{gathered}
\int_{\Omega_{R}}\left((-\nu \Delta v+\nabla p) V^{ \pm}-\operatorname{div} v P^{ \pm}\right) d x \\
=\left.\sum_{\alpha} \int_{\omega_{\alpha}}\left(-\nu\left(V^{ \pm} \partial_{z^{\alpha}} v_{z^{\alpha}}-v \partial_{z^{\alpha}} V_{z^{\alpha}}^{ \pm}\right)+\left(p V_{z^{\alpha}}^{ \pm}-P^{ \pm} v_{z^{\alpha}}\right)\right)\right|_{z^{\alpha}=R} d y^{\alpha} .
\end{gathered}
$$

Taking here limit and using asymptotic formulas for $\left(V^{ \pm}, P^{ \pm}\right)$and (1.20) we arrive at (1.27).
Applying formula (1.27) to the solution $\left(v^{ \pm}, p^{ \pm}\right)$of problem (1.1), (1.2) with the right hand sides given by (1.25), (1.26), we obtain the representations

$$
\begin{equation*}
\left(v^{ \pm}, p^{ \pm}\right)=\chi_{ \pm} Q_{ \pm \pm}(0,1)+\chi_{\mp} Q_{ \pm \mp}(0,1)+\left(\tilde{v}_{ \pm}, \tilde{p}_{ \pm}\right), \tag{1.28}
\end{equation*}
$$

where the coefficients are evaluated according to the formula

$$
\begin{equation*}
Q_{\gamma \tau}=\int_{\Omega}\left(f^{\gamma} V^{\tau}+g^{\gamma} P^{\tau}\right) d x, \quad \gamma, \tau= \pm \tag{1.29}
\end{equation*}
$$

From (1.21) and (1.28), we get the following representations:

$$
\begin{align*}
& \left(V^{ \pm}, P^{ \pm}\right)=-\chi_{0}\left(\mathcal{V}^{0}, \mathcal{P}^{0}\right)+\chi_{ \pm}\left(\mathcal{V}^{ \pm}, \mathcal{P}^{ \pm}\right) \\
& +\chi_{ \pm} Q_{ \pm \pm}(0,1)+\chi_{\mp} Q_{ \pm \mp}(0,1)+\left(\tilde{v}_{ \pm}, \tilde{p}_{ \pm}\right) \tag{1.30}
\end{align*}
$$

with the remainders ( $\tilde{v}_{ \pm}, \tilde{p}_{ \pm}$) exponentially decaying at infinity. Note that a straightforward calculation gives the equality $Q_{\gamma \tau}=Q_{\tau \gamma}$. The coefficients $Q_{\gamma \tau}$ in expansion (1.30) of the pressure at infinity in $\Omega_{ \pm}$form the symmetric $(2 \times 2)$-matrix $Q$ called the pressure drop matrix. Another approach to introducing the matrix $Q$ was presented in [18].

Assertion 1. Since the replacement $p \mapsto \mathbf{p}=\nu^{-1} p$ eliminates the viscosity $\nu$ in the Stokes system (1.1), the matrix $Q$ admits the representation $Q=\nu \mathbf{Q}$, where $\mathbf{Q}$ depends only on the geometry of the set $\Omega^{\prime}$ (the bifurcation node).

Remark 2. Solution (1.30) describes the flow of the fluid (blood) with unit flow through the cross-section $\omega_{0}$ in the direction of the bifurcation node and its outflow through the cross-section $\omega_{ \pm}$, that is, the flow through the other cross-section $\omega_{\mp}$ is zero. The constant component in the representation of the pressure at infinity in the supplying blood vessel $\Omega_{0}$ is also made to be zero, but $P^{ \pm}$contains the linear component $A_{0}^{-1} z^{0}$, which together with $-A_{ \pm}^{-1} z^{ \pm}$ensures a pressure drop between the infinitely distant cross-sections in the blood vessels $\Omega_{0}$ and $\Omega_{ \pm}$. The summands with the coefficients $Q_{\gamma \tau}$ in (1.30) also make their contribution, however, it is finite and, therefore, the $(2 \times 2)$-matrix $Q=\left(Q_{\gamma \tau}\right)_{\gamma, \tau= \pm}$ composed of them is called the pressure drop matrix. We note that the absence of the summand $\chi_{0} Q_{0 \pm}$ in (1.30) fixes the pressure $P_{ \pm}$and, therefore, the matrix $Q$ itself, while earlier the arbitrariness in the solution to problem (1.1), (1.2) was eliminated by the condition $c_{0}=0$. Due to conditions (1.18), (1.19), we apply the fact that some external actions $F$ and $G$ in the model are negligible on cylindrical outputs at infinity, since we study in principal the problem with the bifurcation of an artery.

## 2. Asymptotic analysis of the bifurcation of thin channels with rigid walls

Let the bifurcation be characterized by a common small parameter $h>0$. More precisely, suppose that

$$
\begin{gathered}
\Omega_{h}=\Omega^{\prime} \cup \Omega_{h}^{0} \cup \Omega_{h}^{+} \cup \Omega_{h}^{-}, \\
\Omega_{h}^{\alpha}=\left\{x:\left|y^{\alpha}\right|<h r_{\alpha}, z^{\alpha}<l_{\alpha}\right\}, \quad \alpha=0, \pm,
\end{gathered}
$$

$r_{\alpha}>0$ and $l_{\alpha}>0$ are certain fixed radii and lengths, respectively, the radii $r_{0}$ and $r_{ \pm}$are comparable, and $h \ll \max \left\{1, r_{0}^{-1} r_{ \pm}\right\}$.

In the domain $\Omega_{h}$, consider a stationary Stokes flow. The velocity vector $u^{h}$ and the pressure $p^{h}$ satisfy the Stokes system

$$
\begin{equation*}
-\nu \Delta_{x} u^{h}(x)+\nabla_{x} p^{h}(x)=0, \quad-\operatorname{div} u^{h}(x)=0, \quad x \in \Omega_{h}, \tag{2.1}
\end{equation*}
$$

with the no-slip conditions

$$
\begin{equation*}
u^{h}(x)=0, \quad x \in \Sigma_{h}=\partial \Omega_{h} \cap \partial \Omega . \tag{2.2}
\end{equation*}
$$

on the lateral boundary.
Nonhomogeneous boundary conditions at the ends $\Gamma_{h}^{\alpha}=\left\{x \in \partial \Omega_{h}: z^{\alpha}=l_{\alpha}\right\}$, describing the inflow and outflow of the fluid, will not be used, but we can take them the same as in Section 4. Asymptotic ansatzes for a flow in a pipe $\Omega_{h}^{\alpha}$ (in what follows, it will be called the Reynolds-Poiseuille ansatz) have the form

$$
\begin{gather*}
p^{h}(x)=p_{\alpha}\left(z^{\alpha}\right)+\ldots  \tag{2.3}\\
u_{y_{i}^{\alpha}}^{h}(x)=0+\cdots, i=1,2, \quad u_{z^{\alpha}}^{h}(x)=\frac{h^{2}}{4 \nu}\left(r_{\alpha}^{2}-h^{-2}\left|y_{\alpha}\right|^{2}\right) \partial_{z^{\alpha}} p_{\alpha}\left(z^{\alpha}\right)+\cdots \tag{2.4}
\end{gather*}
$$

Here, $u_{y_{i}^{\alpha}}^{h}$ and $u_{z^{\alpha}}^{h}$ are the velocities along the axes $y_{i}^{\alpha}$ and $z^{\alpha}$. The flux through the cross-section in the positive direction $z^{\alpha}$ is evaluated as

$$
\begin{equation*}
\left.\int_{\left|y^{\alpha}\right|<h r^{\alpha}} u_{z^{\alpha}}^{h}(x)\right|_{z^{\alpha}=z} d y^{\alpha}=h^{4} \frac{4 r_{\alpha}^{4}}{8 \nu}=: h^{4} A_{\alpha} . \tag{2.5}
\end{equation*}
$$

The unknown functions $p_{\alpha}, \alpha=0, \pm$, satisfy the classical one-dimensional Reynolds equations

$$
\begin{equation*}
-A_{\alpha} \partial_{z^{\alpha}}^{2} p_{\alpha}\left(z^{\alpha}\right)=0, \quad z^{\alpha} \in\left(0, l_{\alpha}\right) . \tag{2.6}
\end{equation*}
$$

Boundary conditions at the endpoints $z^{\alpha}=l_{\alpha}$ are not needed, but to adjust the solutions $p_{\alpha}\left(z^{\alpha}\right)$ at the common point $\mathcal{O}$ with coordinates $z^{\alpha}=0$, we apply the method of matched asymptotic expansions (see, e.g., [6, 22]).

Theorem 3. The solutions $p_{\alpha}, \alpha=0, \pm$, of the Reynolds Eqs. (2.6) satisfy the modified Kirchhoff transmission conditions at the bifurcation point $z^{\alpha}=0$

$$
\begin{align*}
p_{0}(0)= & p_{ \pm}(0)+h \sum_{\tau= \pm} Q_{ \pm \tau} A_{\tau} \partial_{z^{\tau}} p_{\tau}(0)  \tag{2.7}\\
& \sum_{\alpha=0, \pm} A_{\alpha} \partial_{z^{\alpha}} p_{\alpha}(0)=0 . \tag{2.8}
\end{align*}
$$

Proof. We stretch the coordinates with respect to the center of the bifurcation node:

$$
\begin{equation*}
x \longmapsto \xi=h^{-1}(x-\mathcal{O}) . \tag{2.9}
\end{equation*}
$$

Taking the formal limit at $h=0$, we transform $\Omega_{h}$ into the unbounded domain $\Omega_{1}$ with three outlets to infinity having the shape of the semicylinders $\Omega^{1 \alpha}=\left\{\xi:\left|\eta^{\alpha}\right|<r_{\alpha}, \zeta^{\alpha}>0\right\}$, where $\alpha=0$, $\pm$, and $\xi^{\alpha}=\left(\eta^{\alpha}, \zeta^{\alpha}\right)$ are local coordinates obtained by stretching the coordinates ( $y^{\alpha}, z^{\alpha}$ ) (cf. (2.9)).

As usual, for the application of the method of matched asymptotic expansions, it is required to find all solutions to the Dirichlet problem for the Stokes system in $\Omega_{1}$, which may grow at infinity no faster than linear functions. One of such solutions is obvious, that is, the constant pressure

$$
P^{0}(\xi)=1, \quad V^{0}(\xi)=0
$$

There are two more solutions (1.30) generated by the unit flux of fluid in $\Omega^{10}$ from infinity, which is compensated by an equal flux in $\Omega^{1 \pm}$ at infinity as well. Now we will use the procedure of matching inner and outer expansions. As an inner expansion, we take the linear combinations

$$
\begin{gather*}
h \sum_{ \pm} a_{ \pm}^{h} V^{ \pm}(\xi),  \tag{2.10}\\
a_{0}^{h} P^{0}(\xi)+\sum_{ \pm} a_{ \pm}^{h} P^{ \pm}(\xi) . \tag{2.11}
\end{gather*}
$$

The additional factor $h$ is used in the velocity expansion (2.10) according to the general algorithms of construction of boundary layers (see, e.g., [15, Ch. 4]); it is needed, because the vector $u^{h}$ in (2.1) is differentiated twice, but the scalar $p^{h}$ only once.

By using the Taylor formula with respect to $z^{\alpha}$, we rewrite the outer expansions (2.3) and (2.4) in the form

$$
\begin{gather*}
p^{h}(x)=p_{\alpha}(0)+z^{\alpha} \partial_{z^{\alpha}} p_{\alpha}(0)+\ldots=p_{\alpha}(0)+h \zeta^{\alpha} \partial_{z^{\alpha}} p_{\alpha}(0)+\ldots,  \tag{2.12}\\
u^{h}(x)=\frac{h^{2}}{4 \nu}\left(r_{\alpha}^{2}-\frac{\left|y_{\alpha}\right|^{2}}{h^{2}}\right) \partial_{z^{\alpha}} p_{\alpha}(0)+\ldots=\frac{h^{2}}{4 \nu}\left(r_{\alpha}^{2}-\left|\eta^{\alpha}\right|^{2}\right) \partial_{z^{\alpha}} p_{\alpha}(0)+\ldots \tag{2.13}
\end{gather*}
$$

Comparing the coefficients of constant and linear functions in representations (2.12) and (2.11), we take into account (1.21)-(1.24) and (1.30) and arrive at the relations

$$
\begin{gathered}
p_{0}(0)=a_{0}^{h}, \quad p_{ \pm}(0)=a_{0}^{h}+Q_{ \pm+} a_{+}^{h}+Q_{ \pm-} a_{-}^{h} \\
h A_{0} \partial_{z^{\alpha}} p_{0}(0)=a_{+}^{h}+a_{+}^{h}, \quad h A_{ \pm} \partial_{z^{\alpha}} p_{ \pm}(0)=-a_{ \pm}^{h}
\end{gathered}
$$

where the quantities $A_{\alpha}$ from (2.5) and (2.6) and (1.21)-(1.24) are used. These relations guarantee the matching of the leading terms in the asymptotics (2.4), (2.10), and (2.13) and imply the relations

$$
a_{0}^{h}=p_{0}(0), \quad a_{ \pm}^{h}=-h A_{ \pm} \partial_{z^{\alpha}} p_{ \pm}(0)
$$

and (2.7), (2.8).

If we logically take the limit as $h \rightarrow 0$ in relations (2.7) and (2.8), then the latter terms in (2.7) vanish and we obtain the classical Kirchhoff transmission conditions

$$
\begin{gathered}
p_{ \pm}(0)=p_{0}(0) \\
\sum_{\alpha=0, \pm} A_{\alpha} \partial_{z^{\alpha}} p_{\alpha}(0)=0
\end{gathered}
$$

which mean the continuity of the pressure and the vanishing of the total flux from the bifurcation point (cf. (2.5) and (1.23)).

Let us explain why it is preferable to keep the last two terms in (2.7) despite they are small, see the discussions in $[9,10]$. The solutions $p^{\alpha}$ to the differential equations (2.6) are linear functions

$$
\begin{equation*}
p^{\alpha}\left(z^{\alpha}\right)=c_{\alpha}^{0}(h)+z^{\alpha} c_{\alpha}^{1}(h), \alpha=0, \pm . \tag{2.14}
\end{equation*}
$$

The coefficients $c_{\alpha}^{n}, n=1,2$, can be found from the Kirchhoff conditions (2.7), (2.8), and boundary conditions at $z^{\alpha}=l_{\alpha}$, see Section 4. The quantities $c_{\alpha}^{n}=c_{\alpha}^{n}(h), n=1,2$, are rational functions of the small parameter $h$, since they are determined from a system of linear algebraic equations with invertible matrix, polynomially (linear) dependent on $h$. The functions

$$
\begin{gathered}
p^{h}(x)=p^{\alpha}\left(z^{\alpha}\right)=c_{\alpha}^{0}(h)+z^{\alpha} c_{\alpha}^{1}(h), \\
u_{y_{i}^{\alpha}}^{h}(x)=0, \quad i=1,2, \quad u_{z^{\alpha}}^{h}(x)=\frac{h^{2}}{4 \nu}\left(r_{\alpha}^{2}-h^{-2}\left|y_{\alpha}\right|^{2}\right) c_{\alpha}^{1}(h)
\end{gathered}
$$

constructed according to (2.12), (2.13), and (2.14) form the Poiseuille flow in the cylindric parts of the vessels $\Omega_{h}^{\alpha}$ and, hence, they exactly satisfy the Stokes system (2.1) and the no-slip condition (2.2) restricted to the corresponding parts of the literal surface.

Near the bifurcation region of $\Omega_{h}$, there appears a boundary layer (we go over from the method of matched asymptotic expansions to the method of compound asymptotic expansions; cf. [15, Ch. 2]). By definition, relations (2.7) and (2.8) become conditions of an exponential decay for the boundary layer. As a result, we derive that the constructed approximate solution leaves in the problem (2.1), (2.2) exponentially small discrepancies as $h \rightarrow 0$. Thus, using the more complicated coupling conditions (2.7), (2.8), we obtain estimates of the asymptotic remainders with majorants $C e^{-\rho / h}, \rho>0$, whereas the application of the Kirchhoff conditions delivers remainders of order $O(h)$ in the asymptotic representation of pressure and of order $O\left(h^{3}\right)$ for the velocity.

## 3. Asymptotics of the pressure drop matrix

### 3.1. Elementary procedure for finding the pressure drop matrix. Murrey's law

Consider an infinite three-dimensional symmetric channel $\Upsilon$ with a bifurcation, which is depicted in Fig. 2, where its geometric parameters are shown. The walls are assumed to be rigid and the angle $\theta$ is small. The vertical dot-and-dash divide $\Upsilon$ into four parts: three semi-infinite cylinders $\Omega^{ \pm}$and $\Omega^{0}$ and a middle part $\Omega^{\bullet}$, which is located between the points $z=0$ and $z=-L_{\bullet}$ in the figure. The length and width of the middle section $\Omega^{\bullet}$ are evaluated as follows:

$$
\begin{gather*}
L_{\bullet}=(\sin \theta)^{-1}\left(2 R-R_{0} \cos \theta\right) \approx(\sin \theta)^{-1}\left(2 R-R_{0}\right), \quad R=R_{ \pm},  \tag{3.1}\\
2 a_{\bullet}(z)=2\left(R_{0}-z \sin \theta\right) .
\end{gather*}
$$



Figure 2. Symmetric bifurcation of a three-dimensional channel.

We assume that the cross-section of the middle part $\Omega^{\bullet}$ is an ellipse whose semi-axes are connected by the relation

$$
b_{\bullet}(z)=(1+\beta z) a_{\bullet}(z), \quad z \in[-L, 0], \quad \text { with } \beta=L_{\bullet}^{-1}(2+\sqrt{2})^{-1} .
$$

Let us find approximate formulas for solutions (1.30) of problem (1.1), (1.2) in the three-dimensional junction $\Upsilon$. Its symmetry with respect to the horizontal axis allows us to consider only one of the solutions, e.g., $(V, P)=\left(V^{+}, P^{+}\right)$.

Theorem 4. Let the radii $R_{\alpha}, \alpha=0, \pm$, of the supplying $\Omega^{0}$ and accepting $\Omega^{ \pm}$channels obey Murrey's law (0.1). Then the pressure drop matrix $Q$ in (1.30) is positive definite.

Proof. Owing to the large parameter $(\sin \theta)^{-1}$, we can use a three-dimensional ReynoldsPoiseuille ansatz (2.3), (2.4) ignoring the boundary layer effect, which brings an error of order $O(1)$, small with respect to $O\left((\sin \theta)^{-1}\right)$. Thus, we seek the one-dimensional distribution of the pressure in the form

$$
\begin{array}{lll}
P(x) \approx P^{0}(z)=A_{0}^{-1} z & \text { for } & z \in(0,+\infty), \\
P(x) \approx P^{+}(z)=A^{-1} z+Q_{++} & \text {for } & z \in\left(-\infty,-L_{\bullet}\right),  \tag{3.2}\\
P(x) \approx P^{-}(z)=Q_{+-} & \text {for } & z \in\left(-\infty,-L_{\bullet}\right), \\
P(x) \approx P^{\bullet}(z) & \text { for } & z \in\left(-L_{\bullet}, 0\right) .
\end{array}
$$

In the three-dimensional case, the coefficients, cf. (2.5) and (1.21)-(1.24), are found by the formulas

$$
A_{\bullet}(z)=\frac{\pi}{4 \nu} \frac{a_{\bullet}^{4}(z)(1+\beta z)^{3}}{\left(1+(1+\beta z)^{2}\right)}, \quad A_{0}=\frac{\pi R_{0}^{4}}{8 \nu}, \quad A=\frac{\pi R^{4}}{8 \nu},
$$

(see, e.g., [19] for calculation of an explicit formula in case of ellipse of the coefficient $A_{\bullet}$, which is proportional to the torsion rigidity of a section), and the Reynolds equation on $\left(-L_{\mathbf{\bullet}}, 0\right)$ takes the form

$$
\begin{equation*}
-\partial_{z}\left(A \bullet(z) \partial_{z} P^{\bullet}(z)\right)=0 \tag{3.3}
\end{equation*}
$$

Taking into account (3.2), solving the Reynolds Eq. (3.3) for unknown function $P^{\bullet}$ and satisfying the Kirchhoff transmission conditions at $z=0$ and $z=-L_{\bullet}$, we find the quantities $Q_{\gamma \tau}, \gamma, \tau= \pm$, in (1.30):

$$
\begin{align*}
& Q_{+-} \approx P^{\bullet}\left(-L_{\bullet}\right) \approx-\frac{4 \nu}{\pi \sin \theta} \phi_{+-}\left(R, R_{0}\right),  \tag{3.4}\\
& Q_{++} \approx P^{\bullet}\left(-L_{\bullet}\right)+A^{-1} L_{\bullet} \approx-\frac{4 \nu}{\pi \sin \theta} \phi_{++}\left(R, R_{0}\right) .
\end{align*}
$$

Here, the functions $\phi_{+ \pm}$have explicit but cumbersome expressions and do not depend on the small parameter $\sin \theta$.

Using Sylvester's criterion for the pressure drop matrix $Q$, we state the assertion of Theorem 4


Figure 3. Asymmetric bifurcation of a three-dimensional channel.
A three-dimensional channel $\Upsilon$ with branching is depicted in Fig. 3, where all geometric parameters can be found. We accept the notation and assumptions from the symmetric bifurcation. Formulas (3.1) are replaced by

$$
\begin{equation*}
L_{\bullet} \approx(\sin \theta)^{-1} 2 R, \quad 2 R_{\bullet}(z)=2 R_{0}-z \sin \theta . \tag{3.5}
\end{equation*}
$$

Here we assume that the cross-section of the middle part $\Omega^{\bullet}$ is a disc of radius $R_{\bullet}(z), z \in\left[-L_{\bullet}, 0\right]$. Since there is no symmetry now, we must construct both solutions ( $V_{ \pm}, P_{ \pm}$).

Proposition 1. The same Theorem 4 is valid for the asymmetric bifurcation (see Fig. 3).
Proof. We start with $(V, P)=\left(V^{+}, P^{+}\right)$, the flux of which goes to the left channel $\Omega^{+}$of width $2 R_{0}$ and, similarly to (3.2), we obtain

$$
\begin{array}{lll}
P(x) \approx P^{0}(z)=A_{0}^{-1} z & \text { for } & z \in(0,+\infty), \\
P(x) \approx P^{+}(z)=A_{0}^{-1} z+Q_{++} & \text {for } & z \in\left(-\infty,-L_{\bullet}\right),  \tag{3.6}\\
P(x) \approx P^{-}(z)=Q_{+-} & \text {for } & z \in\left(-\infty,-L_{\bullet}\right), \\
P(x) \approx P^{\bullet}(z) & \text { for } & z \in\left(-L_{\bullet}, 0\right) .
\end{array}
$$

We have the relations

$$
A_{\bullet}\left(-L_{\bullet}\right)=\frac{\pi R_{\bullet}^{4}(z)}{8 \nu}, \quad A_{0}=\frac{\pi R_{0}^{4}}{8 \nu}, \quad A=\frac{\pi R^{4}}{8 \nu} .
$$

Equation (3.3) is valid, and the Kirchhoff transmission conditions at $z=0$ and $z=-L_{\bullet}$ show that

$$
\begin{equation*}
Q_{+-} \approx \frac{8 \nu}{3 \pi \sin \theta}\left(\frac{1}{\left(R_{0}+R\right)^{3}}-\frac{1}{R_{0}^{3}}\right), \quad Q_{++} \approx \frac{8 \nu}{3 \pi \sin \theta}\left(\frac{1}{\left(R_{0}+R\right)^{3}}-\frac{1}{R_{0}^{3}}+\frac{6 R}{R_{0}^{4}}\right) . \tag{3.7}
\end{equation*}
$$

For the solution $(V, P)=\left(V^{-}, P^{-}\right)$, the flux of which goes to the lower (see Fig. 3) channel of width 2 R , the two middle relations in (3.6) must be changed according to

$$
\begin{array}{lll}
P(x) \approx P^{-}(z)=A^{-1} z+Q_{--} & \text {for } & z \in\left(-\infty,-L_{\bullet}\right), \\
P(x) \approx P^{+}(z)=Q_{-+} & \text {for } & z \in\left(-\infty,-L_{\bullet}\right) .
\end{array}
$$

In this case, we obtain

$$
\begin{equation*}
Q_{-+} \approx \frac{8 \nu}{3 \pi \sin \theta}\left(\frac{1}{\left(R_{0}+R\right)^{3}}-\frac{1}{R_{0}^{3}}\right), \quad Q_{--} \approx \frac{8 \nu}{3 \pi \sin \theta}\left(\frac{1}{\left(R_{0}+R\right)^{3}}-\frac{1}{R_{0}^{3}}+\frac{6}{R^{3}}\right) . \tag{3.8}
\end{equation*}
$$

Using Sylvester's criterion, we state that the pressure drop matrix $Q$ is positive definite.

Remark 1. A possibility to obtain approximate formulas (3.4) and (3.7), (3.8) for the pressure drop matrix $Q$ is provided by the fact that, for small $\theta$, the junction elongates and has length $O\left((\sin \theta)^{-1}\right)$ (see expressions (3.1) and (3.5) for $\left.L_{\bullet}\right)$. At the same time, the limit passage $\theta \rightarrow+0$ fails, i.e., one can use these results only for "not very small" angles $\theta$.

Interesting to note that the entries (3.4) and (3.7), (3.8) of the matrix of pressure drops are inversely proportional to the cube of the radii in accordance with Murrey's distributional law (0.1).

## 4. Pressure drop matrix and modified Kirchhoff transmission conditions

Let us truncate cylindrical outlets in $\Omega$ and assume

$$
\begin{gather*}
\Omega_{h}=\Omega^{\prime} \cup \Omega_{h}^{0} \cup \Omega_{h}^{+} \cup \Omega_{h}^{-} \\
\Omega_{h}^{\alpha}=\left\{x:\left|y^{\alpha}\right|<r_{\alpha}, z^{\alpha}<h^{-1} l_{\alpha}\right\}, \quad \alpha=0, \pm \tag{4.1}
\end{gather*}
$$

where $h>0$ is a small dimensionless parameter, and $r_{\alpha}>0$ and $l_{\alpha}>0$ are certain fixed radii and lengths, respectively. In the domain $\Omega_{h}$, we define the homogeneous $(F=0, G=0)$ Stokes equations (1.1) and, on its lateral surface $\Sigma_{h}=\partial \Omega_{h} \cap \partial \Omega$, we impose the homogeneous ( $H=0$ ) no-slip conditions (1.2) (hereinafter, we refer to these relations implying that they are restricted to these sets). On the truncated surfaces $\Gamma_{h}^{\alpha}=\left\{x:\left|y^{\alpha}\right|<r_{\alpha}, z^{\alpha}=h^{-1} l_{\alpha}\right\}$, assign the following conditions:

$$
\begin{gather*}
u_{y_{i}^{0}}^{h}(x)=0, \quad i=1,2, \quad u_{z^{0}}^{h}(x)=-\Psi_{0}^{h}\left(y^{0}\right), \quad x \in \Gamma_{h}^{0}  \tag{4.2}\\
u_{y_{i}^{\tau}}^{h}(x)=0, \quad i=1,2, \quad-\nu \partial_{z^{\tau}} u_{z^{\tau}}^{h}(x)+p^{h}(x)=p^{\infty}, \quad x \in \Gamma_{h}^{\tau}, \quad \tau= \pm \tag{4.3}
\end{gather*}
$$

Here, $\Psi_{0}^{h}$ is the Prandl function, that is, the solution of the Dirichlet problem for the Poisson equation (1.22). In other words, at the inlet cross-section of the vessel $\Omega_{h}^{0}$, the incoming unit flux of fluid is assigned and, on the allocated ends of the outlet cross-sections of the vessels $\Omega_{h}^{ \pm}$, peripheral pressure $p_{\infty}$ is set. At the same time, the compression of coordinates by $h^{-1}$ times transforms the problem stated to the usual problem of the blood flow through the bifurcation node of thin vessels, which walls, as already explained, it is assumed to be rigid (see Section 2, cf. [9]). In the new coordinates, the vessels become the smaller radii $h r_{\alpha}$ and the fixed lengths $l_{\alpha}$. We emphasize that the problem $(1.1),(1.2),(4.1),(4.2),(4.3)$ is still included in the symmetric Green formula in $\Omega_{h}$. Its interpretation in the framework of the weighted spaces technique with detached asymptotics is given in [18]. The conventional Reynolds-Poiseuille ansatzes (see Section 2)

$$
\begin{equation*}
u^{h}(x)=-(8 \nu)^{-1} \pi \Psi_{\alpha}^{h}\left(y^{\alpha}\right) e_{z^{\alpha}} \partial_{z^{\alpha}} p_{\alpha}\left(z^{\alpha}\right)+\ldots, \quad p^{h}(x)=p_{\alpha}\left(z^{\alpha}\right)+\ldots \tag{4.4}
\end{equation*}
$$

(where $e_{z^{\alpha}}$ is the unit vector of the axis $z^{\alpha}$ directed away from the node) on the vessels $\Omega_{h}^{\alpha}$, after the substitution into (1.1), (1.2), (4.2), (4.3), generate the differential equations and boundary conditions

$$
\begin{gathered}
-A_{\alpha} \partial_{z^{\alpha}}^{2} p_{\alpha}=0, \text { for } z^{\alpha} \in\left(0, h^{-1} l_{\alpha}\right), \quad A_{\alpha}=(8 \nu)^{-1} \pi r_{\alpha}^{4} \\
-A_{0} \partial_{z^{0}} p_{0}=1 \quad \text { at } z^{0}=h^{-1} l_{0}, \quad p_{ \pm}=p^{\infty} \quad \text { at } z^{ \pm}=h^{-1} l_{ \pm}
\end{gathered}
$$

for unknown functions $p_{\alpha}, \alpha=0, \pm$. The latter functions linearly depend on the longitudinal variable $z_{\alpha}$, and, thus, it is possible to remove the dots replacing lower-order asymptotic terms in the right-hand sides of Eqs. (4.4).

As an approximate solution of the problem stated in $\Omega_{h}$, we take the sums

$$
\begin{equation*}
\hat{u}^{h}=h a_{+}^{h} V^{+}+h a_{-}^{h} V^{-}, \quad \hat{p}^{h}=a_{+}^{h} P^{+}+a_{-}^{h} P^{-}+a_{0}^{h} \tag{4.5}
\end{equation*}
$$

where $\left(V^{ \pm}, P^{ \pm}\right)$are introduced special solutions (1.21) and the latter term refers to the constant pressure. Using the method of matched asymptotic expansions in the interpretation of ansatzes (4.4) as the outer expansions and the linear combination (4.5) as the inner expansions (see Section 2, cf. [9]), we satisfy the boundary conditions (4.2), (4.3) up to exponentially small terms as $h \rightarrow+0$ and get the following relations:

$$
\begin{gather*}
1=a_{+}^{h}+a_{-}^{h}  \tag{4.6}\\
p^{\infty}=a_{0}^{h}-h^{-1} \mathcal{L}_{\tau} a_{\tau}^{h}+\sum_{\alpha= \pm} Q_{\tau \alpha} a_{\alpha}^{h}, \quad \tau= \pm \tag{4.7}
\end{gather*}
$$

where $\mathcal{L}_{\alpha}=\frac{8 \nu}{\pi r_{\alpha}^{4}} l_{\alpha}, \alpha=0, \pm$, and henceforth $\mathcal{L}=\operatorname{diag}\left\{\mathcal{L}_{+}, \mathcal{L}_{-}\right\}$.
Let $\mathbf{e}=(1,1)$ and $\mathbf{a}^{h}=\left(a_{+}^{h}, a_{-}^{h}\right)$ be columns. In virtue of (4.7), we deduce

$$
\left(p^{\infty}-a_{0}^{h}\right) \mathbf{e}=\left(Q-h^{-1} \mathcal{L}\right) \mathbf{a}^{h}
$$

hence,

$$
\mathbf{a}^{h}=\left(h^{-1} \mathcal{L}-Q\right)^{-1} \mathbf{e}\left(a_{0}^{h}-p^{\infty}\right)
$$

and thus equality (4.6) rewritten in the form $\mathbf{e} \cdot \mathbf{a}^{h}=1$ leads to the relations

$$
\begin{gathered}
1=T_{h}\left(a_{0}^{h}-p^{\infty}\right) \\
T_{h}=\mathbf{e} \cdot\left(h^{-1} \mathcal{L}-Q\right)^{-1} \mathbf{e}=h^{-1} \mathbf{e} \cdot \mathcal{L}^{-1}\left(I-h Q \mathcal{L}^{-1}\right)^{-1} \mathbf{e}=h^{-1} \mathbf{e} \cdot\left(L^{-1}+h L^{-1} Q L^{-1}+O\left(h^{2}\right)\right) \mathbf{e}
\end{gathered}
$$

We finally find that

$$
\begin{gather*}
a_{0}^{h}=p^{\infty}+T_{h}^{-1} \\
T_{h}=h^{-1}\left(t_{0}+h t_{1}+O\left(h^{2}\right)\right), \quad t_{0}=\mathbf{e} \cdot \mathcal{L}^{-1} \mathbf{e}>0, \quad t_{1}=\mathbf{e} \cdot \mathcal{L}^{-1} Q \mathcal{L}^{-1} \mathbf{e} \tag{4.8}
\end{gather*}
$$

so, we get

$$
\begin{equation*}
a_{0}^{h}=p^{\infty}+h t_{0}^{-1}\left(1-h t_{0}^{-1} t_{1}+O\left(h^{2}\right)\right) \tag{4.9}
\end{equation*}
$$

Thus, the pressure at the "input" $\Gamma_{h}^{0}$ up to the smaller terms is equal to

$$
\begin{equation*}
h^{-1} \mathcal{L}_{0}+p^{\infty}+h t_{0}^{-1}-h^{2} t_{0}^{-2} t_{1}+O\left(h^{3}\right) \tag{4.10}
\end{equation*}
$$

The first term of (4.10) is the pressure drop, which provides the unit flux delivery to the artery bifurcation, the second term is also positive, it is necessary to supply the fluxes to the points $z^{ \pm}=h^{-1} l_{ \pm}$, and the third term, the sign of which depends on the pressure drop matrix $Q$, corresponds to just the shape of the node.

Proposition 2. Let $a_{ \pm}^{h}=1 / 2 \pm b^{h} / 2$ in accordance with (4.6), and let $b^{h} \in[-1,1]$ be the factor of flux distribution. Then the partial Murrey cubic law

$$
\begin{equation*}
b^{0}=-\frac{1 / r_{+}^{3}-1 / r_{-}^{3}}{1 / r_{+}^{3}+1 / r_{-}^{3}} \tag{4.11}
\end{equation*}
$$

is satisfied provided that $l_{+} / r_{+}=l_{-} / r_{-}$.

Proof. From (4.7), we deduce

$$
\begin{aligned}
0= & -h^{-1} L_{+}\left(1+b^{h}\right)+h^{-1} L_{-}\left(1-b^{h}\right)+Q_{++}\left(1+b^{h}\right) \\
& +Q^{+-}\left(1-b^{h}\right)-Q_{--}\left(1-b^{h}\right)-Q_{-+}\left(1+b^{h}\right),
\end{aligned}
$$

or

$$
-h^{-1} b^{h}\left(L_{+}+L_{-}\right)+b^{h}\left(Q_{++}+Q_{--}-2 Q_{+-}\right)=h^{-1}\left(L_{+}-L_{-}\right)-\left(Q_{++}-Q_{--}\right),
$$

Hence,

$$
b^{h}=-\frac{L_{+}-L_{-}-h\left(Q_{++}-Q_{--}\right)}{\left(L_{+}+L_{-}\right)-h\left(Q_{++}+Q_{--}-2 Q_{+-}\right)} .
$$

If we put $l_{+} / r_{+}=l_{-} / r_{-}$, then we arrive at (4.11) as $h \rightarrow+0$ or, similarly, the flux ratio is

$$
\frac{1+b^{h}}{1-b^{h}} \approx \frac{1-\frac{L_{+}-L_{-}}{L_{+}+L_{-}}}{1+\frac{L_{+}-L_{-}}{L_{+}+L_{-}}}=\frac{L_{-}}{L_{+}}=\frac{l_{-}}{l_{+}} \frac{r_{+}^{4}}{r_{-}^{4}}=\frac{r_{+}^{3}}{r_{-}^{3}}
$$

## 5. Conclusion

For the arterial tree, under the assumption that the walls of the blood vessels are rigid, for every bifurcation node, a $(2 \times 2)$-pressure drop matrix $Q$ appears, and its influence on the Kirchhoff transmission conditions is taken into account. The modified Kirchhoff transmission conditions via the matrix $Q$ depend on the geometry of the bifurcation region. We do not know the exact value of the matrix Q for any concrete bifurcation of an artery. In Section 3, we have produced the calculation scheme of an approximate determination of this matrix. With the help of Murrey's cubic law, we indicate general properties (sign definiteness) of the characteristics introduced for the certain nodes in which some information about the matrix is nevertheless accessible.
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